HP OpenView Storage Area Manager
Fundamentals

ESG4382SG10311






HP OpenView Storage Area Manager
Fundamentals

ESG43825G10311

HP Training

Student guide

nnnnnn



© Copyright 2003 Hewlett-Packard Development Company, L.P.

The information contained herein is subject to change without notice. The only warranties for HP
products and services are set forth in the express warranty statements accompanying such
products and services. Nothing herein should be construed as constituting an additional warranty.
HP shall not be liable for technical or editorial errors or omissions contained herein.

This is an HP copyrighted work that may not be reproduced without the written permission of HP.
You may not use these materials to deliver training to any person outside of your organization
without the written permission of HP.

[OpenView is a U.S. registered trademark of Hewlett-Packard Company.
Surestore is a U.S. registered trademark of Hewlett-Packard Company.
Qlogic is a registered trademark of Qlogic Corporation.

Java™ is a U.S. trademark of Sun Microsystems, Inc.

Microsoft®, Windows®, and Windows NT® are U.S. registered trademarks of Microsoft
Corporation. UNIX® is a registered trademark of The Open Group.

Adobe® and Acrobat® are trademarks of Adobe Systems Incorporated.

All other product names mentioned herein may be trademarks of their respective companies.

Printed in USA

HP OpenView Storage Area Manager Fundamentals
Student Guide 1
November 2003

HP Restricted — Contact HP Education for customer training materials.



Contents

Course overview

ODJECLIVES ...t et re et e et e b e et e e e nreene e reenre e 1
COUISE ODJECTIVES.....uiieieceiecie e et sreenne e 2
COUISE OULIINE. ...ttt 3
COUISE PIEIEOUISITES ...vvevvierieirieieesiesieesieeseesseesteaseesseesteeseesseesseeeesseesseeneessessseeneesseenns 4

Module 1 — Introduction to Storage Area Manager

Rev. 3.43

ODJECLIVES ...ttt e te et e s e ba e e e e reenteeneenreene e 1
Shifting perspectives 0n enterprise StOrage ........ccuevvereereerierieeseese e 2
CUSLOMEr ChAlIENQES.....c.viiiecieeee e 3
Increasing storage adminiStration COSES........c.oiviririerieeiieie e 4
Storage management software market OpPOrtUNItY .........cccevvereeieiiie s, 5
The storage management dileMIMA..........cccooieiiriiiie i 6
HP OpenView Storage Area Manager 3.1 ......cccevvvieieeieseesie e see e se e 7
CUSTOMET SCENAITOS . ..vvevteriete it sttt et e see ettt st sttt e b nbesbe st st eeseereeneeneeneas 9
ENnterprise NEAdQUAITEIS. .......covviviiiiee s 9
Storage Area Manager applications purchased............ccccccevvvevvivcieennnnn, 9

CUSLOMET VAIUE ......eveeecie et 9
Enterprise-Wide rollOUL............coiviiiiciicce e 10
Storage Area Manager applications purchased...........c.ccoocvvvvrieervnnenne. 10

CUSTOMET VAIUE ... 10

SEIVICE PIrOVITET ...t 11
Storage Area Manager applications purchased.............cccoovevveivervenenne. 11

CUSTOMET VAIUE ...ttt 11

Storage Area Manager “Top 10”7 values list...........ccccovevviieiicie s 12
INCrease iN effICIENCY .......ooiiiiiiieee e 12
Reduce total cost of OWNErship ........cccevveiiiiecie e 12
JUSE-IN-tIME PUICNASE ... 13
JUSE-IN-TIME PUICNASE .....vveiieie e 13
SEOrage ULHTITY .o 13
Storage Area Manager Key terminology........cccccovvevviieieeie s 14
Supported OPEerating SYSIEIMS ........oiviiviririiirieiee e 16
Device SuUpPOrt dEPENUENCIES ........ccveeiieeieiieste e eee st sre e srae e 17
SNTA TIBFAIIES ..ot esne e nnees 17
PrOPerty fIlES . ..o 18
DEVICE PIUG-INS ...t 19
SUPPOMEA UEVICES. ... ecveeieeie ettt ettt reeste e e sneenas 20
Internationalization and 10CaHZALION ...........ccccooviiiiieie e 21
Lot 01 o USSP 22
(0] (0 (=] 41 oo TSP TSPV UROPOPPRRR 23
Storage Area Manager SOIULION SEIVICE .......ccvveiveviiiicieece e 24
HP Restricted Contents —i



HP OpenView Storage Area Manager Fundamentals

Solution Service Ordering EXample...........ccooeiiiiniiiiice 24
Where to get more information ............cccocveveeii i 25
LEAMNING CRECK ...t 26

Module 2 — Storage Area Manager environment

ODJECLIVES ...ttt e e e et s e s ae e e e e nreeteeneenreene e 1
Core Services and Storage Node Manager features ..........ccovveverenieeienieneene s 2
Storage Area Manager GUI........cuviiiiiiiii e 4
Starting Storage Area IMaNAGET .........coueiverienieieenesie et 5
Starting the management client (WindOWs) .........ccccccvvvevierniiieveesiesnns 5

Starting the management client (HP-UX and Solaris)............cccoeervenee. 5

USEI BCCOUNES ...t 6

USEr group PrivilEges........ooieiiiie et e 7
RESOUICES T ...t 8
APPHICALIONS TIEE ...ttt et 9
VIBW PANEN ... 10
EVENt VIEW PANEl ..o 11
SEOrAgE JOMAINS ....ccviiiiieie ettt 12
StOrage NEIWOTKS ... ..civeiieiieiie ettt e sre e 13
Storage network requirements for Storage Area Manager .................... 14

Viewing Storage NetWOork Maps.........cccoveiveiieieiieesie e 15

Viewing the entire storage Network..........c.cooovvveieneie s 16

Viewing the storage network subnodes............ccccovvevveieiicincc e, 17

Viewing storage network information ............c.ccoovvveienenenencnenen 18
Displaying device information..............ccoveieeie e 20
Displaying device event IStOrY ..o 21
ADOUL UNKNOWN JEBVICES......ccuviiieiiiiiieiie e 22
SeArChING the TrEE ... e 23
Viewing management server information............ccccooevviiiieci e 24
DEVICE QISCOVETY ...ttt bbbttt 25
DiSCOVErY COMPONENTS. .....cviiiieiieieeiiesieesiesee e sre e sreeste e sre e neenraens 26

Setting the discovery interval on SAN hOStS ........cccoovvveienieiieieeee 26

DEVICE MAPS ...ttt ettt ettt ettt et e et este e s teesae e st e sbeebeeneesreenreeneens 27
PRYSICAl MOTE ... 27
NOTE DANK......oviiiiii e 28
Associating unknown devices with their placeholders................c....... 28

INTEITEd MOE ... e 30
DeVice and HINK STATUS. ........civeieiieiiesi et sre e 31
DVICE STALUS ...ttt sttt 31
Recognizing deViCe StAtUS..........cceieririirieieeiee e 32

Impact of Status 1EVEIS .........coveiieiieece e 32

LINK STALUS ..ottt re e e e 33
Viewing storage network fabric ZONES .........cccccvvveii e 34
FabriC ZONE PrOPEITIES ....cuveeieeteciee e 35
Fabric zone Members and SEtS.........cuieriieniiisiseee e 36
Ao T 1 T T o PP PP 37
Organizing SAN FESOUICES ......ccveiuieireerieeeeiteesteetesteesreeseesseesteesesseesseassesseesseessessens 38

Contents —ii HP Restricted Rev. 3.43



Contents

VIEWING OrgaNIZATIONS .....cvviiiiiieiieieiesie sttt 39
AddiNg OrganiZations ..........ccccviiieiieiecie e 40
Adding 0rganization MEMDErS ...........ccciiiiiiinieee e, 41
Creating arbitrary fOlUers.........ccoveiveii i 42
Adding/remoVving MEMDEIS. .......cviiiiiieieie e 43
Cloning arbitrary fOIAers..........cccoveiiiii i 44
Configuration WINAOW ...........ciiiiiieieiiesie et 45
Command Line USEer INEIfACE .......cccoveiiiiiiiieieece e 46
LAMNING CRECK ... 47

Module 3 — Core Services/Storage Node Manager architecture

Rev. 3.43

ODJECLIVES ...ttt et e et s e b e et e e r e e nte e e reene e 1
Storage Area Manager high level architeCture ...........ccoccooeieienieiini e 2
Core Services component architeCture OVErVIEW ...........ccccevveveevieeneeiiesieeseesee s 3
Core Services management SErver COMPONENTS .........covverieriereerieniee e siesee e 5
Device Discovery and Topology (DDT).....cccvevviieiieresiesee e seese e 5
Event Action ReCEIVEr (EAR) ......ooii it 6
HTTP SEIVEL ..ot 7
REPOSITONY SEIVEN .....eiiiiceie ettt sttt re e 8
Command Line User INterface SEIVEr.........ccoovieiiereiieieese e 8
ACCESS AULNOTIZALION SEIVET ......cuiiiiiieiie ettt 8
Storage Area Manager Bridge ........oooviiiiiiiiieccee s 9
Core Services components 0N SAN NOSES .......cccoviiiiiieeie e 10
SNIA HBA GAIEWAY .......oiiieiiiiiiiiieite et 10
SCSI GAEWAY ....vvvie ittt ettt e e be e 10
Device Interface Abstraction Layer (DIAL) .......cccooeiirinieieieiesc e 11
DIAL diSCOVENY PrOCESS ....vveivveiieieeieeiteesiesieesieesresreesseeaesseesseennesseenseens 11

DIAL Processes and SEIVICES ........ccuuereeierierieniesiesiesieseeeessesee e 12

DIAL timing and CPU USAJE.........c.civeiieieerieeie e esieseeseesiesnesee e e 12

CLUI SBIVET ...ttt sttt 12
Storage Node Manager COMPONENTS........cc.ecveieeieerieiieseete e seesre e sreesre e sae e 13
Event Status POIIEr (ESP) .......ooiiiiiiiieeees e 13
SNMP Trap Processor (STP) ..c.ciiciieeiie et 14
I3 £ SSR 15
Integrating new devices between releases..........ooviveiveveieeieeie s 15
Example property file........coie 16
Location of property files .........cccooveiiiieiic e 18

Location of DPIs (Core DPI Java Archive files) ........ccccoovviiiiieiiiiiinns 19
Device discovery and tOpologY PrOCESS .......ccveieeiueeiieiieieeireeee e esie e sre e sre e, 20
DISCOVEIY STEP L.ttt bbb 21
OUut-0f-DANA TEVICES. ....c.viiiiiieie e 21

IN-DANA AEVICES.....ocvieciieice e 21
DISCOVEIY SEEP 2...uviieieiiiecie ettt ra e e sreeteaneenreens 22
DISCOVEIY STEP 3. ittt bbb 23

The event and StAtUS PIrOCESS .......ecveieeireiieiieerieceese e se et sre e nas 24
MaNAgEMENT SEIVET SEIVICES. ......ciuieiieieieite sttt ettt sb ettt se b 25
HOSE AQENT PIrOCESSES ...vvviiirieiirieeittie sttt e sttt e ste e e st e e st e e ssbe e e b e e s ssbe e s ssbeessbbeesnsreeans 26
HP Restricted Contents —iii



HP OpenView Storage Area Manager Fundamentals

DiIreCtOrIES QNG CONTENT ....eeeeeeeeeeeeeeeee ettt eeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeeens 27
LEAINING CNECK ....c.veeiiiii ittt re e re e 29

Module 4 — Event management

OBJECLIVES ... bttt ettt et sbe et e sbeene e 1
VIBWING BVENTS ...evvectieiieeieeiie st ieeee e te st e ta e te s esta e teasaesseesaeaneesreeteeneesneenneeneenrens 2
Categories and BVENT TYPES. .....cui e rie sttt 3
ACKNOWIEAGING BVENTS .....cveeieciieiiee et nne e 4
RECOgNIZING EVENT SEVETIILY ....c.eoieiiieiieeiesiie ettt 5
Viewing eVent detailS.........cceiveeeiieiicie e 6
EXPOITING BVENTS ...ttt ettt ettt sre e e 7
Deleting events Manually ...........coooeiroiiiiiic e 8
Automatic event deletion — hourly cleanup..........ccooceieiiiiiiini e 9
EVENT LIMING 1o e et e e e e nreanee s 11
EVENE THITEIS oo 12
Adding NeW eVent FILErS ........ccoov e 13
Event triggers and aCtIONS ...........coiiiieiieiieie e 14
Creating EVENT trHIGORIS ....ocveivirieiieiieieeee ettt et 15
Trigger action CONSLIAINTS.........cccecieiieie e 17
ADOUL SNIMP TFAPS ...t 18
Using contact information in triggers .........cccevevieieeiesiese e 19
THIQUET MACTOS ...ttt bbbt b ettt 20
Contact-related MACIOS .........oiviieiieieieie e 20
Event-related MaCIOS ........coveieiieiieie e 20

LEAINING CNECK ....c.veeiiceic et te e re e 21

Module 5 — Device maps

OBJECLIVES ...t sttt b e b sbe et neesbeene e 1
VIEWING UEVICE MAPS .vveveeveeieitiesieeieseesteetesseesteesaesseessaeseesseesseeseeaseesseessessenssessens 2
MAP MOAES ...ttt b e be e nreas 2
Un-Mapped deVviCes PANEL..........ccoiveieiiieiiiese e 3

MAP TOOIDAN ...t 4

Map 1aYOUL MANAGET .......cveiieirieie e se e e et e sae e e nas 5

MaAP TEGENG......eii e 6
DEVICE HINKS ....eiieiiee ettt ettt te e sre e teeneenreas 7
[T S 1Y L= SRS OSSR 7
Keys t0 PhySICal lINKS ........c.ooiiiiiiiicc s 7
SAN hOSt FEQUITEMENTS.......cuviiiieiecieeieece et 7

DEVICE FEQUITEMENTS .....eveeiieeete ettt 8

Map example for physical lINKS...........ccccccoeviiiiiii e, 9

UNKNOWN PIAaCENOITETS ... 10
Map example for unknown placeholders...........cccveveieeveiic i 11
Associating an unknown placeholder ..o 12
Correcting a device assOCIAtION..........ccuecveiiiiieieese e 14

Contents —iv HP Restricted Rev. 3.43



Contents

INFEITEA NUDS......eiee e 15
Map example #1 for inferred hubS ...........ccoovveiiiiii e 15
Map example #2 for inferred hubS...........cooiiiiiiis 16
Map eXample fOr JBODS ........ccoiiiiiiecie e 17
ADOUL LUN @SSOCIALION.....cvveiiiiieiiiesieeiiesiee st nne e 18
ADOUL NAS GBVICES ...ttt e ns 19
Working With device TINKS...........ccoiiiiiii e 20
Operational rules for device lINKS .........cccevveiiiiciiece e 20
Adding @ deVICe TINK ........ooiiiiiei e 21
Moving an existing device lINK..........c.coovoviiieii i 22
Removing an existing device lNK...........cccooiiiiiniiiieeec e 24
LEAINING CNECK ....ovieeiciic ettt re e re e 25

Module 6 — Application links

OBJECLIVES ...t ettt b e sb et e sbeeae e 1
About application TINKS..........ccooiiieiece e 2
Global application TNKS ...........coiiiiiii e 3
Starting global appliCatioNS...........cooiiiiiiiiiree e, 4
DEVICE MANAYETS ....evveteeieciee sttt ettt et e st te st e st e e ste e esbeesbe et e saaesteeseesreenseaneenneas 5
Storage Area Manager pre-enabled device managers..........cccocvevvereeneerennnn 5
Launching device manager applications...........cccccevveveeieieese e 6
Linking applications t0 UEVICES..........ccoveiiriireriesierie s 7
Example application launch commands ............ccccoeevieiniie s, 9
Application parameter KEYWOIdS...........cocvveiirieiiniene s 10

LearNiNg ChECK .......ciuiiiiiicie et e 11

Module 7 — Implementation process

OBJECLIVES ...t sttt b e b sbe et neesbeene e 1
Storage Area Manager implementation OVEIVIEW ...........cccevveveviereeiie e 2
Step 1: verifying the SAN enVIrONMENt ..........coiiiiiiiiiniieiee e 3
SAN Verification WOIKSNEEL ..........ccuviiiiiiiie e 5
Verification worksheet: OV SAM HOSES.........ccoceevieeiiiec e, 6
Verification worksheet: HOStS and SErvers........coccccvveeeeieeivveeeiiec e 7
Verification worksheet: Attached Storage.........cccoccovovvenieniiin e 8
Verification worksheet: Fabric DEVICES ......covveevveeiiieeiiriee e 9
Verification worksheet: Other Software...........ccocevveeei i, 10
Verification WOrksheet: NEtWOIK .......ccvvvveiviviieieiiee e 11

SAN QIAGIAM ..o e 12
Supported Components and Configuration GUIde ............ccoccvevevieereciiesnene. 13

Rev. 3.43 HP Restricted Contents — v



HP OpenView Storage Area Manager Fundamentals

Step 2: preparing for iNStallation ... 15
Pre-installation tasks ... 15
HOSE REQUITEIMENTS ...ttt 16

HP-UX, Solaris, and AIX NOSES........ccuiiiiiiiieienese s 16
B8O T 1 £ SR 16
LINUX NOSES. ...t et 16
NEEWAIE NOSES.....eveeieeieciie et nre e 17
OPENVIMIS ... e 17
WINAOWS NOSES ..o 17
Pre-installation tiPS .....ccveve i 18

Step 3: Installing Storage Area Manager..........cocveveierereninesieeeeeese e 19

Step 4: Setting up and configuring Storage Area Manager..........ccccocevvevveivernnennn. 20

LAMNING CRECK ... 21

Module 8 — Installation

ODJECLIVES ...ttt e te et e s e ba e e e e reenteeneenreene e 1
Installing Storage Area IMANAGET .........cccueiuiiieiieriesie et 2
Meeting SYStEM reqUITEIMENTS .........coovririeieieie e 3
RECOMMENTEU SELUP ..o.vvevveciiecie ettt 4
Multi-homed management SEIVEIS. ........coviiiereie e 5
CUSLOM SELUP WINCOW ....c.vveiiciieiiiccie ettt 6
Ready to Install the Program Window............cccceoiiiniiininiiieieccce e 7
Database Control WiIzard ..o s 8
SEIUP ASSISTANT ...t bbb 9
Getting ready t0 Start .........ccevveviie e 10

Setting the storage domain NAME...........cceveiereii i 11

Setting the SNMP diSCOVErY range..........cccuevveviiiieieeie e 12

Selecting ACCOUNTANT CUITENCY .......cuveuveieieieiiesie st 14
DeEPlOYMENE PIrOCESS. ... .eiveeiveeieeiiesie et et rte et e e ste et nre e 15
Deploying HoSt Agent SOTtWArE ..........ccceveiieiirieiisesieeeee e 16

Adding SAN hosts to the deploy list ..........ccooveiiiieiicec e, 17

Selecting which Host Agent packages to install.............ccccooeiiiininnne 19

Status of Host Agent software deployment ..........ccccccevveieiiece e, 20
Activating Storage AHOCALEN .........cccoveiiiiiiiee s 21

Activate Allocater on selected hosts WINAOW..........ccccoveviiiienininnine 22
Reviewing the Setup AsSIStant SUMMATY ..........ccccveviriieieneneneseniens 24

Starting device diSCOVENY........ciiiiiiieeeceece e 25

ADOUL AISCOVENY CYCIES......eeiiiiie e 26
Setting default deployment Options ..........cccccoveveeie v 27
Enabling/disabling the client exception dialog...........cccccevereiincinnnnnn 28

Contents — vi HP Restricted Rev. 3.43



Contents

Rev. 3.43

POSE INSLAHALION TASKS ......oiveeiieiie e nnees 29
Adding undiscovered SAN NOSES ........cccveiieiiiiicirece e, 30
Configuring ProXy GEVICES........cueieieieie ettt 31
Setting up management CHIENTS..........ccceiveieiic i 32
ACCESS CONIOI FIES ..o 33
UpPdating NOSt @CCESS ......cviiieiiieiecie ittt sre e 34
Using DHCP with SAN hosts and management Clients ...........c.ccoceeeeienn, 35

Configuring management clients in tightly coupled environments....... 35
Configuring management clients in loosely coupled environments...... 36
Configuring PaSSPRIASES .....cc.ecveirieiieeiecie st 37

Configuring Multi-NOMEd SYSTEMS ........ccviiiiiiiriee e 38
Configuring multi-homed management SEIVErS..........cccvevvereeieeseeseeiie e 38
Configuring multi-homed management Clients...........c.ccoovivinieienencnenen 39
Configuring multi-homed SAN OSES .......cceiieiieiiiecce e 40

About Storage Area Manager firewall SUPPOIT .........cooviiiiiiieic e 41

Configuring firewall SUPPOIt ..........ociveiieie e 42
Determine where firewalls separate COMPONENTS...........ccccvvvriereiencneniniens 42
Determine the ports used for communication ............c.cceccveveiieeve e sieeceens 43
Configure the firewall ..o 44
Install the Storage Area Manager COMPONENTS .........cccvevvereeieerieseeseerie e 44
Configure the Storage Area Manager COMPONENTS ..........ccovrvreereeniererienienns 45
Start Storage Area Manager .........voovieiiiie i 46

Licensing Storage Area Manager using AULOPESS ..........ccocovererereeiienenenienieseeas 47
LaunChing AULOPESS .......ccciviiiiiiicie ettt te et nre e 47
INEEINEL CONNEBCTION. ......eeiiiie e 48
Validating liCeNSE OFAENS.........ccviivieie e 48
Installing permanent licenses: System Identification window....................... 49
Creating a member ID PasSWOrd...........cccvevveieeiieieieeie e 50
Entering member profile iNfOrmation ..o 50
INStallation SUMMANY .........coviiieiicc e 51
Installation coNfirMation ..........ccooieriiii i s 51
Installing licenses without an Internet connection.............cccceveveiiciveviecnnenn, 52
Where to get more information 0N AULOPESS ...........ccceveririeieiene e 52

Migrating to Storage Area Manager 3.1.......cccoveiieieiieieeee e 53
Supported Storage Area Manager 3.1 migration paths..........cccccooeviiinnnnnne. 54
Supported Migration SCENAMOS..........ccvveieeieeiesee e seese et se e 55

Using Storage Area Manager on the Storage Management Appliance.................. 56
About the Storage Management APPHaNCe ........cccccevveveiieceese e 56
Network View, Storage Resource Manager, and Storage Allocation Reporter
00 To T LA Lo RSO SOSPSN 57
Running Storage Area Manager on the Storage Management Appliance ..... 58

Hardware and software requiremMents .........ccoeevvevesieneeseeieeseese e 58

Known issues and limitations...........ccoccveeiieiieiesieseee e 58
EVENt NOLITICALION .....oeiiiiiiicic e 59
LICENSING ..ttt bbb 59
DALADASES ..ottt bbb 59
SBOUNTEY ettt b ettt 59
DISCOVETY ...ttt ettt sttt ettt ettt e et e s te et e e e s aeesteeneeareenreaneens 59

HP Restricted Contents — vii



HP OpenView Storage Area Manager Fundamentals

Compatibility between Storage Area Manager and Storage Management

APPLHIANCE COMPONENTS .....eeviiieiieie ettt 59
Compatibility between Storage Allocater and Storage Provisioner ...... 60
Accessing Storage Area Manager .........c.ccveveiieieereseeseese e 60
Starting and stopping Storage Area Manager ServiCes.........cccceevvvruvennn. 62
Pre-installation STEPS ....vvcve i 63
Installation and post-installation StEPS ..........ccveverereriieririeeee e 64
Registering the Storage Area Manager service with the SMA.............. 65
Configuring a fixed IP address ..........coeverereiininisieieeeee e 66
Configuring the SMA to back up Storage Area Manager............ccccceevveeuenee. 67
Using Storage Area Manager in a dual-redundant fabric configuration........ 68
Using Modular Data Routers with the Storage Management Appliance....... 69
Troubleshooting Storage Area Manager on the Storage Management
F AN o] 0] [T g Lo SRS 70
LEAMNING CRECK ... 71

Module 9 — Device Plug-ins

ODJECTIVES ...ttt b et b bbbt 1
DPI TEVIBW ...ttt bbb bbbttt et e bbb sbenneas 2
HP StorageWorks online Storage SYSIEMS ..........cooveieiiirerenenesieeeeeeese e 3
ENterprise Class StOTAgE .........civiieiieiie i seesie ettt nne s 3
Mid-TaNQE STOTAGE ......eiuieiieieieet ettt 4
ENtry-1eVel STOTage .....c.eeivieie e 4

HP StorageWorks XP1024/128, XP512/48, XP256 DPI ........cccccceecvrvviivernniiennenn. 5
XP disk arrays: management software/hardware..............cccccoevevveveeieieennnnn, 5

XP disk arrays: DPI COMMUNICATION..........oiiiiiiiieienic e 8
DEVICE ISCOVEIY ...ttt 8

Device INFOrMAatioN .........coiieiiie e 8

DEVICE STALUS ..ottt 9

BEVENLS L. 9
Performance data COIECTION ..........cccoiviiiiiiiiiicee e 9

XP disk arrays: Storage Area Manager configuration requirements ............. 11
APPLICALION TINKS.......oiiiiiici e 11

XP disk arrays: SVP configuration requirements ...........ccooceverereneneeieennenns 12

XP disk arrays: XPPA configuration requirements .............ccceeveveveeresnnnnnnn 14

HP StorageWorks Virtual Arrays DPI ... 15
VA disk arrays: management SOftWare ..........ccccoevveveiicveece e 15

VA disk arrays: DP1 COMMUNICALION .........cveiieiiiiiiiiiiniesisiee e 17
DEVICE ISCOVENY ...cuvieiiiitiecie ettt 17

Device INFOrMAtiON .......cccveiiiie e 17

DEVICE STALUS ... ettt 17

EVENTS L. 18
Performance data COIECtioN ...........ccocvviiiiiniice e, 18

VA disk arrays: Command View SDM configuration requirements............. 19

Contents — viii HP Restricted Rev. 3.43



Contents

Rev. 3.43

HP StorageWorks HSV Controller - EVA DPI........coooiiiiiiiieeee 20
EVA disk arrays: management SOftWare..........c.cccevveveieeie s, 20
EVA disk arrays: DPI cOmMMUNICALION.........cccouriiirieieiesese e 22

DEVICE ISCOVEIY ...c.vieiiiitiiiie ettt 22
Device INFOrMAtiON .......ccveiiiieiiece e 23
DEVICE STAUS ..ottt 23
BEVENTS L. 23
Performance data COlECtioN ...........ccocciviiiiiniiice e, 23
EVA disk arrays: Storage Area Manager configuration requirements........... 25
Configuring the SMA as a proxy deviCe .........cccccevveveiieeieene s 26
Configuring the SMA as a proxy deVviCe ..........ccceererenerienenieeerienen, 26
APPLICALION TINKS.......oiviiiici e 27

The HP StorageWorks HSG Controller DPI ... 28
EMA/MA disk arrays: management SOftware ............ccccccevveveiieinccesieenen, 28
EMA/MA disk arrays: DPI communication ............ccoceveverieieneneneneseniens 30

DEVICE ISCOVEIY ...cuvieiiiiiiecie ettt 30
Device INFOrMAatiON .......cccveiiie e 30
DEVICE STALUS ... ettt bbb 30
DPIHMITALIONS .....viiiieie et 30
Performance data COlECtioN ...........ccoccvviiiiiniice e, 31
EMA/MA disk arrays: Storage Area Manager configuration requirements .. 34
APPLICALION TINKS.......oivieieci e 35

EMC SYMMELIIX DP ... 36
EMC Symmetrix disk arrays: management software..............cc.ccceeveveieenenn, 36
EMC Symmetrix disk arrays: DP1 communiCation ...........cccccoevenerenennninns 38

DEVICE ISCOVENY ...cuveeiiiiiieiii ettt re s 38
Device INFOrMAtiON .......ccveiiie e 38
DEVICE STALUS ... ettt 39
BEVENLS L. 39
Performance data COlECtioN ...........ccocciviiiiiininiie e, 39
EMC Symmetrix disk arrays: Storage Area Manager configuration............. 40
APPLICALION TINKS.......oiviiiece e 41
Configuring a Storage Area Manager Proxy Device...........cccecvrrvvrnenne. 42
Storage Allocater and the SYMCLI ..o 43

The Storage Works MSA1000 and RA4100 DPI.......cccccoeiiiiiiniiiniiiseeeees 44
MSA disk array: management SOftWare...........cccccevveieieeie e, 44
MSA disk array: DPI cOmMMUNICAIION........ccoreiiiiiiiiciisieeeee e 46

DEVICE ISCOVEIY ...cvvieiiiciieieeie ettt 46

Device INFOrMAtION .......ccveiiiie e 46

DEVICE STAUS ..ottt et 46

BEVENTS .o 47
Performance data COlECtioN ...........ccoccvviiiiinicice e, 47

MSA disk array: Storage Area Manager configuration requirements ........... 48
APPLICALION TINKS.......oiiiiieci e 48

LAMNING CRECK ... 49
HP Restricted Contents —ix



HP OpenView Storage Area Manager Fundamentals

Module 10 — Storage Optimizer

ODJECLIVES ...ttt et e et s e b e et e e r e e nte e e reene e 1
Product overview and FEATUIES .........ccouiiiiiieiie e e 2
New features in Storage OPtMIZEr 3.1 .....ccooveiiieieece e 3
Storage Optimizer arChiteCtUIe...........ooiiiii e e 4
Storage Optimizer management client COMPONENLS.........ccccvvevveveeiieereereesenenn, 5
Storage Optimizer management Server COMPONENTS..........ccevvererreerieseenieennenn 6
Data COIBCION.......cuiiieiiiieeee e 7

MOGEI MANAGET ... .o tiiieiiie et 7

MELFIC REIIBVET .....eiiiiiciieee e 7

AULO PUIGET ... 8
Performance Data FIleS..........cooiiiiiiiiiiiieee e 8

Storage Optimizer SAN hOSt COMPONENES .......oceeiieiiiiiiiieese e 9
Performance metrics and data COHECTION...........ccoveiiiiiiiicce e, 10
Storage COIECLION CYCIE .....ocveiieiee e 10
(Of0] | [=Tox 1] o o I 1 I 4 [ SRS 11
Collecting COMMON MELIICS ....veeivieieiie e 12
Common metrics for INterconNNect eVICeS ..........ccevvveereierienesesieeins 12

Common metrics for storage deviCes .........ccovvvvveveiiieie e 12

Common Metrics FOr LUNS .......oooviiiiiieciecee e e 12
Configuring performance data collection............cccceeveveiieie e, 13
Enabling/disabling performance data collection ............cccccoeevviveiennns 14

HOSt Performance MELIICS.......ccviiiiieee e 16
Viewing host disk performance mMetriCs..........ccovvereneieniniinieeese e 18
Viewing host volume performance mMetrics .........ccooevveievieiecve i 19
Viewing HBA performance MetriCs.........ccooueererenineniseseeese e 21
Viewing HBA node performance metrics .........cccoovevvevveieenesieesnecnenn 22

Viewing HBA port performance metrics..........ccooceveverenenenienieeieennenns 23
Interconnect device performance MEetriCS........ooovvriieieiiie i 24
Viewing interconnect device performance ...........cocooeeerenenenenenenns 25

Viewing interconnect port performance............ccceeeveeveeiececse e 26

Storage device performance metric dependencies ........cccvvevverereereeriesennee 27
Viewing storage device performance .........cccocvevvveveieece e 28

TOP-N LUN QUEKIES ..ot 29

Enabling baselining and thresholding ..o, 31
Baselining Parameters ..........ooooiiiiiiiiieee e 32
BaSeling HMITS......ccoiiiiiiiiiee e 33
PerformanCe ChartS ........c.ooviie et 33
Viewing performance ChartS ...........cccveveieieeie e 34
Working with performance Charts............ccocuveeiinencneeeeese e 36
AULOSCAIE ... s 37

WA 010 ] 1 1 T PO TUPRTRUPRRPRIN 38

Creating custom performance Charts.............cccceeveeieiiiece e 40
Displaying performance trends ...........ocoveeeieiene e 41
Setting confidence intervals............cccooevieiiii i 43

Example charts with trending enabled.............ccccooiiiiiiiinin 44

Showing performance baselings ...........cccovevieveic i, 45

Contents — x HP Restricted Rev. 3.43



Contents

Managing performance Charts............ccooveeienenc i 47
Performance data Mmanagement............cocviieiieieiiie s 48
Performance data flat file SYyStem.........cccoviiiiiiiin 48
Data consSolidation ..........ccoueiiiniiinee s 48

Database dependenCy...... ... 49
Archiving and restoring performance data............ccccoevveiiiieineiecnns 49
Scheduling performance data retention............ccocevveeienene s 50
LEAINING CNECK ....c.veeiiciii et re e re e 51

Module 11 — Storage Builder

ODBJECLIVES ...ttt ettt b e bbb e sbeene e 1
Product OVerview and fEALUIES ............coveiiririeiiee e 2
New features in Storage Builder 3.1 ........ccooiiiiiiiiinie e 4
Storage Builder scalability MatriX.........c.ccovoveveiiierieiieieeie e 4
Types of Storage INFOrmMation..........coceiiiir i e 5
Storage deViCe CAPACITY .......ccveierierieeieiee e eie e se e s e e raesae e esee e e 5
HOSt Storage ULHIZAtION ........cooiiiiiiee s 6
Storage BUilder architeCtUIE ............ooviiiiiiiieieeee e 7
Storage Builder client COMPONENTS .........ccovveiieieiieieee e 8
Storage Builder SAN hOSt COMPONENTS........ccovviiiiiriircieriieeee e 9
User Data Gatherer .........cooviiiiieiicieee e 10

File Detail Gatherer .........ocveieeie e 10

Volume Data Gatherer.........coveieiiiieieiesisesee e 11

(O70] | 1-Tox (o] SR 11

Storage Builder management server COMPONENLS ........cccccvevveveeieeseeseeriennnnn 12
CapACIty HANVESTEN ... 12

CapaCity ArCHIVEN ..o 13

Capacity CoNfIQUIALION. ..........cooiiiiiiieieere e 13

REPOI SEIVET ...t 13

Internet Usage Manager SEIVET ........cocviviiiiieiiee e 14

Viewing capacity information ...........ccccceceiieii i 15
Storage device versus host Capacity VIEWS .........cccccererireninieniienenene e 15
HOSE VIBW ...t 15

SLOrage JEVICE VIBW .....c.eeeieiiiiiesiieiieeie ettt 16

ADOUL NAS GBVICES....cviiiiiiieiiiesie et 16
Accessing Storage Builder information ............ccocceveiiiiiiiiniiiene e 17
Viewing capacity over the domain...........cccocveveiiieiiene e 18
Viewing storage Network CAPACITY .........coeriririieieiieriesiesie e, 19
Viewing capacity for all NOSES..........cccci i 20
Viewing capacity for a Specific NOSE..........cccoveiiiiiiiiiiee e 22
Viewing direCtory CapaCity .......ccccveveiieeieeie e 23
Viewing host disk CAPACITY ........cceiiririiiriiicee e 24
ViIewing USEr CONSUMPLION.......cc.ciieiieie et 25
Viewing VOIUME group CAPACILY .........everirieieierienie s 26
Viewing VOIUME group MaPS ......ccveieerieiie e erre e seesre e e sre e s sre e 28
Viewing VOIUME group ProPertieS.......cccoiiriiieiierieriesiesiesieseeee e 29
Viewing LUNS in @ VOIUME group .......c.coveveeieiiece e 30

Rev. 3.43 HP Restricted Contents — Xxi



HP OpenView Storage Area Manager Fundamentals

Viewing LUN-volume correspondence in a volume group .........ccccocevviennene 31
Viewing storage device capacity information.............cccccovevieeii i iecseenn, 32
Viewing volumes 0N a Storage JeVICE.........ccoevereririniiieee e 33
ViIeWiNg NAS CAPACITY......ceeiieieiieiieie e e e 34
Viewing 0rganization CAPACITY.........coeririririieieeiesie et 35
Storage BUilder NOME PAQE ........ecveiieeiiiiie s 36
Viewing direCtory CAPACITY .......coveveiirierierie s 37
Viewing host and NAS capacity from the Applications tree...............c......... 38
Viewing storage device capacity from the Applications tree.............c.cc.co..... 39
Viewing user capacity from the Applications tree..........cccccevvevviieveeceennn, 40
Viewing volume group capacity from the Applications tree..............c.cc.ce..ee. 41
Capacity graphs and rePOIS ........cceiveiieieciese e 42
Launching graphs and Charts............ccoiiiiiineiieeeeee e 42
Viewing historical graphs .........ccccveiv i 43
Historical graph to0IDar ... 44
Historical graph WindOW............cccooveiiiiiiice e 45
Modifying historical graph properties ..........cccoevvivininieieiencne e 46
Enabling historical graph trending..........ccccoocevveieiieceece e 47
Specifying the margin of error and confidence interval ........................ 51
Viewing snapshot comparison Charts..........cccoceevveveiicie e 53
CANNEA FEPOITS ...ttt 54
Example report: JUNK FIlES ..........cooveiiiieiiece e 55
REPOIT SELHINGS ...t 56
Storage Builder configuration ............cceeveiiiiieie i 57
Using the Configuration WINQOW ............cccooeiiiininieieieiee e 57
Context access to Storage Builder configuration.............cccccevveveiieiiecnennnn, 58
Scheduling capacity data Collection...........ccocveeiininie 59
Host-centric data COIECtioN ...........coveiiieiiic e 60
Customizing host cOllection tIMES...........ooeveieriiinieeeee e 61
Forcing SAN data host collection............cccocevveieiiccicce e, 63
Capacity SUMMANTZATION ........ccviieieie e 64
Setting capacity SUMMAriZation..........ccccoveveiieieeie e 64
Capacity threShOIAS .........ccoiiiiii s 66
Domain threSNOIAS ........ccveiiiiiiec e 67
Adding domain thresholds............cccooiiiiniii 69
Threshold properties & trending.........ccccoeeeeiieiieeie s 70
Resource and organization thresholds ... 71
Adding resource and organization thresholds.............cccccevviiiiiieieinns 72
Capacity and eVENT IHIGUETS . .....veieiererierie et 73
Setting capacity eVeNt triggerS.......coceivveriiie i 74
LArNING CRECK .....cviiiieieieee e 75

Contents — xii HP Restricted Rev. 3.43



Contents

Module

Module

Rev. 3.43

11 — Managed applications
ODJECLIVES ...ttt et e et s e b e et e e r e e nte e e reene e 1
Introduction to managed apPliCALIONS .........cccoiviiieiiiiie e 2
Supported database appliCatiONS...........cciveieiieiiieie e 3
Application data collection arChiteCtUIe..........cceivrieriiiieree e 4
Application Management PlIUG-iNS.........ccccoivriiereiie i 4
Viewing managed appliCALIONS..........cuoiieiiiiriieie e 5
Microsoft Exchange structure and terminology ........c.ccecveveviveveeiesieeseesiennnn 6
Oracle structure and terminOlOgy .........ccooererrerieiieie e 7
Viewing the managed applications list ..........cccevvvieiieiiiie s 8
Viewing an application SUMMAIY..........ccoociiieieeiinien e e 9
VIEWING @ FOOL NOUE ..ottt nne e 10
Viewing the application map and Properties........c.ccecevverenienieenesiesseeseenns 11
Viewing appliCation StAtUS .........cccccveveeieiieere e 12
Viewing a graph of application Status...........c.cevveereririienenie e 13
Interpreting appliCation STALUS ..........cvcveiiereeie e 14
Viewing application LUNS .........ccoviiiriiiiee e 15
Viewing application VOIUMES...........cccoiiiiiiiiiieice e 16
Viewing application SUDNOGES .........cceccveiieieerie e 17
Viewing the application map using the hoSt VIEW ..........c.ccocviiiiiincnciinne 18
Configuring Storage Area Manager to manage applications ...........cccccceevevvevinnen. 19
INSTAHIING AMPS ... 19
AMP SELUP FEQUITEIMENTS.......ccuieieeeiecieccie ettt ere e 20
SEING UP AMPS .. 21
Scheduling application data cOllection .............ccccooveveiieiicce e 22
Working with managed application reportS...........coccovverieieienene s 23
Setting thresholds and alerts on managed applications............c.ccccoeceevvernnnen. 24
Creating triggers for managed applications ...........cccocevireniniinieiencnc e 26
LEAINING CNECK ....c.vieiiieii ittt re e re e 27

13 — Storage Accountant

OBJECLIVES ...t ettt b e sb et e sbeeae e 1
Product OVerview and fEALUIES ...........ccuveiiririeiee e 2
Storage ACCOUNTANT CONCEPLS ....oovieiieiiiieitieeiee sttt esaeeseeas 4
AACCOUNTS ...ttt ettt et e e bt e et e e s be e e ennneeenes 4
SEIVICE IBVEIS ... 5
Storage ACCOUNTANT SELUP PIrOCESS .....ceveeuririeeriieiesieesieere st 6
Storage Accountant DIllING ..........covieiieii 7
Storage ACCOUNTANT arChITECTUNE. ........coueiiiiiiiiieee s 8
Storage Accountant client COMPONENTS.........cccvveveiieeiieie e 9
Storage Accountant management Server COmMpPONENtS.........coevvevveerieeseeeenn 10
USAQE MELEIING.....eeivieieciecie et ste et sbe e esre e 10
Correlation and bill generation ............ccccooeeereninininieieese s 11
AN 1o ) 0 o o S USROS 11
HP Restricted Contents — xiii



HP OpenView Storage Area Manager Fundamentals

Using Storage Accountant to bill for Storage USE.........ccvovvveereiiesiieiveie e 12
Applications tree: Accounting View panel ..........c.ccccoeieiiiiieiicce s, 12
SEIVICE VRIS ... s 13

Creating New SErviCe lEVEIS .......covoviieeiicc e 14
Viewing service level Properties ........cocoeveirirenieieienese s 16
Adding LUNS to a service leVel..........cooveiiieeieiccecc e, 17
Viewing service level LUN asSignments..........ccocevvvvreienenenencniennns 19
OFgaANIZALIONS ....vviiveecieeie ettt re et e e e teereareesaeenrenreas 21
Creating New 0rganizations ............coeoverrererenieseseseeeeee e 22
AACCOUNTS. ...ttt ettt e b et e e ne e sneeeneesneeenne e 23
Creating NEW ACCOUNTS .......cviveriertiriesiesiieieeee et 25
Viewing account PrOPEItIES ........ccveieeieerieiiere e st 26
Adding LUNS t0 @N @CCOUNT ......cuveieiiiiiiieriisiieiieee e 27

Viewing host and storage device accounting information ............c..cccceveveiiieinennn. 29
Viewing the accounting summary for NOStS...........cccccoviiiiinieieiec e 29
Viewing the accounting summary for host LUNS..........c.ccccooeiiiiiiiic e, 30
Viewing the accounting summary for storage deviCes .........c.ccooeverererennens 31
Viewing accounting summary charts for storage devices.........c.cccccvvevvernnene. 32
Viewing accounting information for logical Units............ccccevvieiincnciinnne 33

REPDOIES. .ttt arae e 34
How charges become DIllS ... 35
Viewing current and past organization bills .............ccccoviiiiini e, 36
Viewing detailed organization BillS ... 37
Viewing storage device summary Dills...........ccooeeviiiiiicice 38
Viewing detailed storage device DillS ..o, 39
Viewing service level summary billS..........cccccooiiiiiiiiieiiccceee e 40
Viewing detailed service level Dills ... 41
Viewing the QUAIt 10Q .......ccoveiieieiieie e 42

Configuring Storage ACCOUNTANT............coiiiiiiieieese e 43
Setting currency decimal preferences ... 43
Viewing bill generation information............c.ccooeviiiiinencieneeeee, 44
Scheduling bill geNeration .............ccccovveiieie i 45

Specifying the billing CyCle ... 46
Specifying the export format and path.............cccooce i, 46
Specifying the data retention period............cccoeveiiiiiienininicecee, 46
Configuring Storage Accountant triggers .........ccevvereiieeieere e 47
LAMNING CRECK ... 48

Module 14 — Storage Allocater

OBJECTIVES ...ttt b bbbt 1
Product OVerview and fEAUIES ..........cccuoiiiiiiriiiee e 2
LUN SECUrtY METNOUS.......ocviiiiiiiieee e 3
HOSt-DASEA SECUNILY .....viivieiiecie et eneas 3
Interconnect-ennanced SECUNILY.........coovririreririei e 4
Storage-based SECUTILY .......cciiieiiciece e 5
When to use Storage AlOCALEN ..o 5

Contents — xiv HP Restricted Rev. 3.43



Contents

Rev. 3.43

Storage Allocater arChiteCIUIE .........ocvoiiiiiiieeeee s 6
Storage Allocater client COMPONENLS ........cccvevveiieiieiece e 7
Storage Allocater management server COMPONENTES .......ccovvvvereeeereeseereenennns 8

Command/Information Request Interfaces..........ccccevevievvevviicieeceene, 8
Reality-t0-POlICY ENGING .......cooviiiiiiiiiiieeee e 9
CommaNd ENQINE ....c.veiiiiecie ettt 9
Layered Security CoOrdinator............ccouriririeieienese e, 9
Storage Allocater SAN host COMPONENTS..........cccevveiieiiieieeie e 10
Storage Allocater HOSt AQENt.........ccoiviiiieiieeese e 10
Local AsSignment Database ..........cccviveieeieiie e 11
ACCESS CONIOl COMPONENTS ... e 11

Managing storage assignments and groUPS ......cveceeveereeieeseeseeiresee e eeeseesreeeens 15
Getting started—Host LUN Allocation View panel ...........ccccooviviiiiinnene 15
ASSIgNING LUNS 10 @ NOSE......ooiiieiecicceccc e 16
Viewing host properties and host SEttiNgS.........ccooeveriieniniinieeese e 18
Viewing LUN information..........cccocvv i 20
Storage AHOCALEr GrOUPS.......coviieieieieiie ettt 21

HOSE QroUP FUIES.....c.viieeceeee e 22
LUN GroUP FUIES ..ot 22
Share group FUIES ........ooeeece e 22
Associated LUN group rUlES ........ceooeiiiiiiiiiiieeeeee s 22
Creating QrOUPS....ccvveveiieiteeiesteeste et e st e ste et ste e sreeste e e s reesae e e saeeneas 23
Types of assignment/unasSigNMENT ...........ccocvverenenenenieeeese s 24
Working with organizational groups ..........cccceevvveveeieeieese e 25
SNAIE GrOUPS ... 26
ASSOCIAtEd LUN QrOUPS....c.veiveeieeiiiiieite e st ste et e e sae e 27
VIEWING Group PrOPEITIES ...cc.viveiiieiieieierie ettt 28
Working with associated LUN groups .........ccceeeevveveiieseenesee e 29
USING @SSIGNEA LUNS. ....c.eeitiiiiitiiieiieieiee et 30
Special UNaSSIGNMENTS .....c.eeivieieiieieeie e 31

Viewing LUN alloCatioNS...........coooiiiiiiiiiiiieees s 33
Viewing the host LUN allocation sSummary..........cccccccevveveiiieiieese e 33
Viewing host LUN allocation details............cccooeriiiniiiiinieicescnencsee 34
Viewing the storage device LUN allocation summary .........c.ccccecvevvevvernenne 35
Viewing storage device LUN allocation details.............ccccoovviiinincncnnnnne 36
Viewing the logical units panel............cccoooveeii i 37
Viewing LUN allocation reportsS...........ccoeririneiininieiee e 38

Activating Storage AHOCALET ..........cociveiiiieii e 39
The Allocater ACtivation WIZard...........ccccovveveiiienieenese e 40

Launching the Allocater Actvation Wizard............ccccovevviievnececeenenn, 41
Starting the Allocater Activation Wizard ............ccccocvviiiiicncncicnnnns 42
Configuring associated LUN groups ........cccceceveeieeriesieseeie e 43
Configuring Share grouPS ........cccooeeeeieienere e 44
Selecting management paths............cccccoveiiiie s 45
Previewing aCtiVation ...........ccoveeeiereiinesisesee e 46

HP Restricted Contents — xv



HP OpenView Storage Area Manager Fundamentals

Module

Module

Managing hostS and LUNS ......cc.ooiiiiiieecse e 47
Moving a host from one management server to another............ccccccceeveveennne 48
Managing a “dead” NOST..........cccoriiiriiiiieee e 49
ADOUL MISSING LUNS ..o s 50
DEletiNg LUNS ..ottt 51
Storage Area Manager rogue server notification .............cccoccoeveveiieineeenn, 51
Adding triggers for rogue SErVer BVENTS.........cccoererererenieiee e 52

LEAINING CNECK ....c.veeiiciii et re e re e 53

15 — Manager-of-Managers

ODBJECLIVES ...ttt ettt b e bbb e sbeene e 1

MOM OVEIVIEW aNnd TEALTUIES.......ccviieiiieie et 2

SEttiNG UP MOM ...t 3
Creating user 10gins and PaSSWOITS ..........cccueruerieriverieeieseeseeee e seeeeeseeseens 4
Adding StOrage dOMAINS. ......ccoviiiiiieieeie e 6

MonNitoring StOrage dOMAINS.........civeirerieieesieeiesee e ste e steeae et sae e sre e e eneenreas 8
VIewing StOrage QOMAINS.........ccueieeriiiieieesie et e st ee e sre e 8
Viewing Storage domain MaPS .........coerereririeierienenie et 9
Viewing storage domain INVENTOTY ..........ccoeeieieenieiie e 10
VIBWING BVENTS ...ttt bbbttt 11

MaANAGING BVENTS. .....ctiiieitie e eieeie e ste e e e ste e s e st e et e s e e s teesae e e e sbeesbeennesreesreeneens 12

FIITErING BVENTS ... 13

Launching management CHENES .........cccooveiieii i 14

INStalling @ MOM CHENT ........coiiiiiii s 15

LEAINING CNECK ....ovieeiciic ettt re e re e 16

16 — Database management and basic troubleshooting

OBJECLIVES ...t sttt b e b sbe et neesbeene e 1

The Storage Area Manager database ...........cccevveieiiieiieieee e 2
Database DACKUD .....c.eoiiiieiie s 2
Database COMMANGS.......ccvoiiriiiiiiricreeee bbb 2
Specifying database locations manually ..., 3
Sample SOHA.INT FIle ..o 4

Tools for troubleshooting Storage Area Manager .........cccoevveieereniieseeieeiieseeseeeens 7

Product dOCUMENTALION .......eiuveiieiieie ettt 8

Starting and stopping management SEFVEr SEIVICES........cvevviveieerieeieeseereeeeesseesaeans 9

Starting and stopping HOSt AGENT SEIVICES........ccviiriierierieiirieseeeeee e 10

DEVICE FEIEASE NOTES ...ovveieiieieeieeieie ettt ettt e b 12

Repair hints and <hoStNamMEe>.100 ..........ccooeriiiiiiiiee e 13

[0 o i ] 1= SO 14
Key Core Services log files residing on the management server and client.. 14
When log files reach maximum file SIZe.........c.cccceevveviiiciiiie e, 15
Key Core Services log files residing on the SAN hoSt ........cccovvvvveieiiennnn, 16
Setting the logging level for <hostname>.10g...........ccccoevveveiicii e, 17
Storage Accountant 10g fIlES .........cooviiiiiiiiiiie e 18
Storage Allocater 10g files.........coovviieiiici e 21

Contents — xvi HP Restricted Rev. 3.43



Contents

Allocater Is activated on the hoSt...........cccooviiiiiiiii 21

Host boot event tells the management server the host is activated........ 21

LUN assignments/unassignmentS..........coveveeererereneseseeeeiesee e 21

Storage BUilder 10g files........c.coveiiiieiiie e 22
Storage Optimizer 10g fIlES .......ccvoiiiiiii e 26
Configuration files (dAtCfg.PrP)...cccceeieeiiiiece e 29
CLUI commands for troubleshooting............cooeiiiiiiieieicee e, 31
R0 0] 010 1 el 1 T OSSPSR 31
NOST_SUPPOIT.CIMA ...t 32
SAMTOOIS SUPPOIT ULHHIEY ....ocvviieeiecie e 33
SAMTOOIS rEQUITEMENTS ..ot 33
Obtaining Access t0 SAMTOOIS.........cceiiiiiiie e 33
SAMTOOIS TEALUIES ....eeveeciiecieee ettt 34

TOP SAMTOOIS USES.....ecuveirieiecieeteeite ettt ste et sre e e 36
DISAM L.ttt e nrenne e 37
THE DISAM GUILL...ociiiiiieeece e 38
SAMPIE DISAM FEPOI ...t 39
Troubleshooting NINS. ..o s 40
LEAMNING CRECK ... 41

Module 17 — OpenView integration

ODJECTIVES ...ttt bbbttt 1
The OPENVIEW SOIULION........cciiiieiecec e 2
Network management platform...........ocoiiieieii s 3
Integrated management platform ... 3
Service delivery Platform ... ..o 3
OPENVIEW N ACHION .....eoiiiiiiiiieie et sreeee e 4
OPENVIBW PrOUUCTS ...ttt 5
OpenView Operations (OVO)........ccveiieieiieie e 5
Service Navigator and SErvice MapsS .........ccoovieiereriene e 5
OPENVIEW REPOIE ...ttt reenre e 5
OpenView Service DESK (SD) .....coeieieiiriiinieiesie et 5
Internet Usage Manager (IUM)........c.ocoviieiieieiie e 6
OpenView INtegration FEATUIES..........ooeiireiieieie e s 7
OPENVIEW OPEIALIONS.....ccviiiiieie ettt sae e sre e e 7
Service Navigator/ServiCe MapsS.........ccoovieiieieiieiene et 8
T 10 =T PRSPPI 8
SEIVICE DBSK ..vveriieiie ittt et sr e te e nreenne e 8
INtErNAtIONAIIZALION ....o.veiiiecic s 8
OpenView INtegration COMPONENTS .......ccuerviiiirieitirieeieeieee e 9
Storage Area Manager integration direCtories.........ccoovvvvevveveiiieve s 10
Storage Area Manager Bridge ........oooviiiiiiiiieeee e 11
Storage Area Manager Bridge configuration ............cccccevviiiieeiciieceecenn, 12
OpenView integration Bridge parameter configuration ............c.cc.cc.... 12

Storage Area Manager Bridge configuration.............ccccooevevvicinennenn 13

Bridge configuration: Multiple management SErvers..........ccccocevvvvvrenieinennn, 14

Rev. 3.43 HP Restricted Contents — xvii



HP OpenView Storage Area Manager Fundamentals

What iS @ SMart PIUG-IN?......c.ooiiiiii s 15
OV O TOr UNIX OVEIVIBW ....oviiiieiieiieiesiesie ettt 16
OV O TOr WINUOWS OVEIVIEW .....ccvveiieeieiiiesieesieeieesieesiesneesseessesseesseessessessseenes 17
OV O EVENTE PrOCESSING ...veveerieiieiteesieeiesteeste s e steestesaesreeressaesreeeesreesreeneesreas 18

COHBCTING ...t 18
PrOCESSING . .eeuvievieiteeite ettt ettt te et e et e et e s ae e be e e e sre e beenteenaenreenas 18
ACTING et 19

ST IR o = €[] USSR 20
SPEINSTAHALION ... 21
SPI for OVO integration features..........ccevveieiiicieese e 22
SP1 eVeNnt FOrWAIdING ......ccoiiiiiieieie e 23

EVENE CAtEOOIIES ... cveeiecie ettt 23
Storage Area Manager GUI operator action.........c.ccccevveeevveresieesenennn. 23
ASCHOGFIE e 24
Template CUSTOMIZATION ........ccviiiiiiece s 24
EVBNES < s 24
SP1 process/Services MONITOMNG ........ooveririririeierie e 30
SPI application deSKIOP.......ccveieiieie e 31
Service Navigator/Map INtegration ............cooevvririeiienienese e 32
APPLICAtIoN SEIVICE VIEWS.......cccviiiiiieeie ettt 33
StAtUS Propagation ..........cceoeevererireneris e 33
ROOt CAUSE ANAIYSIS....c.viiviiiiieie e 33
IMPACLEA SEIVICES. ... ittt 34
Service Navigator/Map integration features............ccecvevvevveveciiesnnennn. 34

OPENVIBW REPOIET ...ttt 35
OpenView Reporter integration ............cccvevveveiieeieerie et 35
REPOITEr WED PAGE.....ccueeiiiieieie et 36

Storage Area Manager FEPOIS ......ovvveeiieeiiiiessiee e sire e ire e 37
Example Storage Area Manager reportS........ccoeievereneeieeneneniesiennenns 38
Reporter integration installation..............ccccoovveiiiie i 39

SBIVICE DBSK ...ttt sttt sttt et et e et e st e nteeneesneenteaneenrens 40
Service DesK INtEGration ...........ccccveiveieiiieiee e 40

Internet Usage MaNAJET .........cooviirieiieiiiesee e e 41
INtEQration QOAIS........cccueiiiiie i 41
ITUM integration TEALUIES .........cceoiuiriiiiiieieeieiee e 42

IUM integration arChiteCIUIE ..........ocoiiieiee e 43
IUM integration reqUIrEMENTS..........coeiiriiieieie et 44

Where to get more information ............cccoeiieie i 45

LEAMNING CRECK .....eiiieieeeee e 46

Contents — xviii HP Restricted Rev. 3.43



Contents

Learning check answers
Module 1: Introduction to Storage Area Manager ...........ccecvevereereeieesieesesreeseennns 1
Module 2: The Storage Area Manager enVIrONMENT..........ccoveerirrienieeneeriesee e 3
Module 3: Core Services/Storage Node Manager architecture ..........ccccoceevevvervenee. 4
Module 4: EVENt MANAGEMENT.......cc.iiiiiieiieiie et 6
MOAUIE 5: DEVICE MAPS....veiveeieeieeiieiteesteeieseesteeseesrae e eseesreesteaseesseesseeseesseesseeseesrens 7
Module 6: APPHCALION TINKS......cc.oiiiiieiiie s 8
Module 7: IMmplementation PrOCESS .......c.ciiverieerieiieriieie e e eee e e sae e e eeesreesneas 9
Module 8: INSTAllAtION.........cviiieiee e 10
Module 9: DEVICE PIUG-INS.......eiiiiieiicie st sre e 12
Module 10: Storage OPLIMIZEN .........cccveiieiiiieiiee e 14
Module 11: Storage BUIIUET ........ccovviiieiieciceseee e 16
Module 12: Managed appliCatioNS ..........c.coerirrieiiiie e 18
Module 13: Storage ACCOUNTANT.........cceiverieiiereerie e re et ee e nne e, 19
Module 14: Storage AIOCALEN .......ccooviiieiiie e 21
MOAUIE 15: MOM ..ottt 23

Module 16:
Module 17:

Glossary

Rev. 3.43

Database management and basic troubleshooting ............ccccccoeeninnnee. 24
OpPenViIew INTEGIatiON ........cccveiiiireriere e 25

HP Restricted Contents — xix



HP OpenView Storage Area Manager Fundamentals

Contents — xx HP Restricted Rev. 3.43



Course overview

Objectives

After completing this module, you should be able to:
m  Identify the key objectives for this training as outlined in this module.

m  Describe the general flow of the course.

Rev. 3.43 Course overview — 1
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Course objectives

After completing this course, you should be able to:

List the Storage Area Manager applications and the key features they
provide.

Identify key Storage Area Manager terminology.

Navigate the Storage Area Manager interface to display device, performance,
capacity, billing, and LUN allocation information.

Describe the high-level architecture of Storage Area Manager.
Integrate new devices into Storage Area Manager after initial installation.

Manage Storage Area Manager events through sorting, filtering, and creating
triggers.

Identify the requirements for accurate physical mapping.
Identify the rules Storage Area Manager uses when displaying device maps.

Use appropriate documentation to verify the environment is properly
prepared for installation and perform pre-installation tasks.

Install Storage Area Manager and perform post-installation configuration
tasks.

View and configure Storage Optimizer performance information.
View and configure Storage Builder capacity information.

View and configure Storage Accountant billing information.
Activate Storage Allocater and assign LUNS.

Identify tools available for troubleshooting Storage Area Manager.

Describe how Storage Area Manager integrates with other OpenView
enterprise applications.
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Overview

Course outline

This course is structured around the Storage Area Manager framework, Core
Services, and the five Storage Area Manager applications: Storage Node Manager,
Storage Optimizer, Storage Builder, Storage Accountant, and Storage Allocater.

Rev. 3.43

s Module 1: Introduction to Storage Area Manager

m  Core Services and Storage Node Manager

e  Module 2: Storage Area Manager Environment

e  Module 3:Core Services and Storage Node Manager Architecture

e  Module 4: Event Management

e  Module 5: Device Maps

e  Module 6: Application Links

e  Module 7: Implementation

° Module 8: Installation

e  Module 9: Device Plug-ins

= Module 10:
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= Module 12:
= Module 13:
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s Module 15:

n Module 16:
n Module 17:

Storage Optimizer

Storage Builder

Managed Applications

Storage Accountant

Storage Builder

Manager-of-Managers

Database Management and Basic Troubleshooting

OpenView Integration

Additionally, at the end of many modules, supplemental information has been
included such as white papers and application notes. This information is intended
to further enhance your knowledge of Storage Area Manager and how it can be
used to address customer issues.
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Course prerequisites
Students should meet the following requirements before taking this class:
m  Successful completion of:
e  Storage Technologies (WBT)

e  HP Storage Software and Solutions Full-Line Technical Training
(WBT)

e  HP StorageWorks Full-Line Technical Training (WBT)
e  SAN Fundamentals (WBT)

Additionally, it is recommended that students meet the following requirements
before taking this class:

m  Hands-on experience with storage and interconnect hardware (disk arrays,
tape libraries, and switches).

m  Practical experience setting up a small SAN (host with multiple HBAs,
minimum two switches, and fibre channel-based disk array).
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Introduction to Storage Area Manager
Module 1

Objectives

After completing this module, you should be able to:

Rev. 3.43

Identify the key features provided by each of the Storage Area Manager
applications.

Define the key terminology used in Storage Area Manager.

Identify the operating systems on which Storage Area Manager is supported.
Recognize Storage Area Manager device support requirements.

Describe the purpose of the Storage Area Manager implementation service.
Describe Storage Area Manager licensing, ordering, and support processes.

Identify sources of information regarding Storage Area Manager supported
configurations.
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Shifting perspectives on enterprise storage

As the storage challenges continue to grow, perspectives on enterprise storage
management are beginning to shift.

m  In the past, storage was viewed from a “point” perspective, typically as an
add-on direct-attached storage (DAS) device for individual servers.

m  As storage demand is exploding, a comprehensive integrated storage strategy
is necessary to efficiently and cost-effectively address growing enterprise
needs—a strategy that maximizes the use of existing resources and reduces
administrative burden so that more storage can be managed by the same
number of administrators.

1-2 Rev. 3.43
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Customer challenges

DDDDD

00

i

Storage challenges are numerous. However, looking at the primary challenges that
customers talk about (and the main reasons why customers are looking at rolling
out some form of storage management software), those challenges can be distilled
down to the following three primary issues:

Rev. 3.43

Storage growth rates of anywhere from 50-200% per year are not
uncommon. These rates are compounded by the fact that for most storage
managers, the origin of the growth is unknown, resulting in a highly reactive
environment.

Almost no sector of industry at the moment is able to escape the fact that the
economy is declining—this means that infrastructure plans that may have
been put in place last year are now being implemented with smaller budgets.
Most storage managers need to find a way of doing more with less or having
to choose to implement smaller projects or subsections of larger projects.

Storage managers typically overestimate their utilization rates on arrays by a
great percentage. Often, storage managers assume 70% rates when they are
actually closer to 40-50%.
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Increasing storage administration costs

Storage administration
Computing ($/TB)
($/MIP)

- Provisioning

- Capacity planning
S;/"ﬁ_ - Disaster recovery
( - Data replication

- Asset management

- Data migration
%7““:‘:“‘"“ - Backup and restore
($/port) - Fault monitoring

Managing storage can end up “costing six to

seven times the purchase price of the storage.”
Aberdeen Group

While the cost of computing, storage, and connectivity components is decreasing,
storage budgets as a whole are an increasingly expensive portion of an IT
department’s budget.
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Storage management software market opportunity

Rev. 3.43
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These market trends and customer challenges create the need for storage
management tools — a quickly growing market with a large selling potential.

According to IDC’s report, Worldwide Storage Software Forecast and Analysis,
2002-2006, the storage management software market will grow from $6.1B USD
in 2000 to $13.6B USD in 2006, which translates to a 14% CAGR. The enterprise
storage resource management segment will be the fastest-growing storage software
segment with a six-year CAGR of 22%, growing from $1.47B USD in 2000 to
$4.82B USD in 2006 (source: IDC, June 2002).
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The storage management dilemma

Cost
Recovery
Access
5 Application servers
Disaster
Management

H Resource

Management

Interconnect
scheme

Fibre Channel
database
network engine

Storage
subsystems

Performance
Management

Managing a SAN environment can be a complicated task. For example,

m  Ifaproblem exists in the SAN, how do we find it? If the problem is
hardware-related, how do we monitor and detect such faults?

m  Ifpart or all of the SAN is performing badly, how do we analyze data traffic
from the servers, through the fabric, down to the storage devices?

m  If the problem has to do with a lack of storage resources, how do we track
storage usage to determine where more storage is needed and when it must be
made available to host servers?

m  What tools can we use to recover from a disaster or prevent one from
occurring?

As you can see, storage management involves many different aspects. In order to
understand what is transpiring in the environment and keep the SAN running
smoothly, we need management tools. In the past, it was necessary to use a variety
of applications, and it was difficult if not impossible, for a tool to take advantage
of the information generated by another.

Storage Area Manager provides an answer to these storage management issues by
offering a collection of applications, based on a common underlying framework,
with a single, integrated graphical user interface (GUI).
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HP OpenView Storage Area Manager 3.1
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Core Services
JCore application/Phluid GUI framework/Clay object model infrastructure

* Device Discovery * Topology Maps ¢ Event/Config Framework ¢ Organization Views ¢ Fabric Zones

Storage Node Mgr Storage Allocater Storage Builder  Storage Accountant

Link status » Host Disk and » Host-based - Capacity views * Storage
Device status Volume metric storage for hosts, metering
+ Application performance access storage * Monthly and

status monitoring control devices, interim bill
Global « Top N Analysis - Security NAS devices, reports
application - Baselining groups volume * Storage device
launching « Pastand « Organizational groups, and service
Device- future trends groups volumes, level billing
specific « Auto- « LUN allocation directories, reports
application thresholding reports users, and * Audit Log of
launching « Data exporting applications billing

Past and transactions

future capacity and LUN

usage trends events

Capacity

thresholds

and events

Data exporting

HP OpenView Storage Area Manager (OV SAM) is a seamlessly integrated
software suite that enables you to centrally manage multi-vendor storage as a
virtual pool of resources across distributed networked storage environments.
Storage Area Manager consists of five separate, though tightly integrated,
products: Storage Node Manager, Storage Optimizer, Storage Builder, Storage
Allocater and Storage Accountant.

Core Services is the underlying framework containing several components that
are shared amongst all products. It is the common denominator for all applications
in the Storage Area Manager suite. It defines and facilitates the mechanism
through which product-specific components co-exist, locate, and communication
with one another.

Storage Node Manager is a device status monitoring tool for your storage
network. It provides ongoing device status, and when a device has a problem or
goes down, you can easily launch device-specific applications directly from the
Storage Area Manager GUI to further investigate.

Storage Optimizer monitors and reports device performance in your storage
network. Performance metrics vary by device. However, a set of common metrics
is available for all devices supported by Storage Optimizer.

Storage Allocater controls storage access and provides security by assigning
logical units to specific hosts or groups. Assigned LUNs cannot be accessed by
any other hosts. With this application, you can assign, unassign, and reassign

storage and related devices from a diverse pool.
1-7
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Storage Builder monitors and reports storage capacity in a storage network. It
routinely discovers the physical capacity of storage devices and logical capacity of
hosts and NAS devices, and analyzes the information for current usage, past and
future usage trends, and threshold violations.

Storage Accountant meters storage space in organization accounts and reports the
associated cost at the end of each month. Accounts belong to internal and external
organizations.

1-8 Rev. 3.43
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Customer scenarios

The following three scenarios provide examples of customers that purchased
Storage Area Manager, the reasons for their purchase selections, and the value
provided by the applications they chose.

Enterprise headquarters

A national telecom company is slowly rolling out a SAN through a central product
excellence center. Currently the customer is running OpenView Operations within
all data centers.

Storage Area Manager applications purchased
The customer purchased the following Storage Area Manager applications
m  Storage Node Manager
m  Storage Builder

Customer value

Storage Node Manager and Storage Builder addressed the customer's two major
pain points

m  managing their legacy infrastructure
m  cnabling them to get much more detail on their capacity growth

The customer liked the OpenView storage area manager building-block approach
(as opposed to the whole suite), which enables them to develop their Storage Area
Manager environment as needed. In addition, being experienced with other
OpenView products the customer is aware of the short learning curve for each
application, and the resulting lower training costs.

At this time, Storage Accountant, Storage Allocater, and Storage Optimizer
functionality are not required, as they do not address the capacity-growth detail
issues.

A company slowly migrating to SANs is very likely to use the Storage Builder
product as a tool to identify storage utilization within their existing direct attached
pool of servers. Storage Builder is an effective tool for identifying underutilized
storage. Candidates for migration to a SAN might be servers that fluctuate in their
utilization significantly (up and down) and servers that show significant increases
in storage utilization. In either case Storage Builder's trending capabilities can
provide data for the planning process.

As servers are added to the fabric, Storage Node Manager will dynamically
discover the new devices on the switches and this will be reflected in the map (as
stand-alone servers are migrated to the SAN).

Although the customer values centralized performance monitoring capabilities of
their storage devices and fabric, they decided that at the present time, this is not the
most fundamental concern during the migration to their new SAN infrastructure.
As their storage network becomes more fully developed and utilization increases,
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the ability to monitor their switch fabric and set thresholds based on this utilization
will become a major concern and the Storage Optimizer product will be evaluated
at a later date.

Enterprise-wide rollout

A large insurance company looking into managing storage at their corporate
headquarters as well as their two data centers. The customer has an installed SAN,
but is using device-specific management tools without any centralized storage
management product. Presently, they are not using any OpenView products.

Storage Area Manager applications purchased
The customer purchased the following Storage Area Manager applications
m  Storage Node Manager
m  Storage Builder
m  Storage Accountant

m  Storage Allocater

Customer value
The customer needs to centrally manage a broad range of storage functionality.

Storage Node Manager visualizes their storage environment and monitors the
health and availability of their storage and interconnect devices.

Storage Allocater provides the ability to dynamically assign storage without
reboots on ALL supported operating systems. Due to the various hosts and storage
devices in their enterprise, Allocater is the perfect fit to provide a central console
for LUN management across heterogeneous storage devices and on multiple
operating system platforms. This was a major selling factor, rather than having to
deal with multiple device specific tools. This addresses one of their main pain
points: Rapid allocation with heterogeneous storage devices. In addition, Allocater
helps the customer to take the first phase in virtualization.

Storage Builder identifies inefficiently used storage and helps the customer plan
for future storage demand using the historical trending and extrapolations. The
unused storage can then be reassigned using Storage Allocater.

Storage Accountant enables the IT department to charge individual departments
for storage utilization. Storage Accountant is an ideal IT tool for managing storage
resources and it lowers company cost by effectively tracking usage of highest
priority resources through service levels.

Even though the customer did not specifically request Storage Optimizer, they can
acquire it at no cost by ordering the Storage Area Manager suite instead of
ordering the products individually
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Service provider

A large Internet Service Provider (ISP) is looking to roll out software over all their
data centers worldwide (and manage them at a data center level). The customer has
one of the most mature SANs in existence. They are currently managing their
environment through custom built solutions using best of breed components from
multiple sources. In addition, the customer is running multiple OpenView

applications such as OpenView Operations, Network Node Manager and Service
Desk.

Storage Area Manager applications purchased

The customer purchased the following Storage Area Manager applications
m  Storage Node Manager

m  Storage Builder

m  Storage Accountant

m  Storage Optimizer

Customer value

Rev. 3.43

Storage Accountant enables the ISP to charge customers for storage utilization. It
is an ideal IT tool for managing storage resources and effectively tracks usage of
highest priority resources through service levels.

In addition to device discovery and mapping, Storage Node Manager can feed
network monitoring information into a NOC (network operations center) for the
purpose of generating trouble tickets for resolving problems, and so on. Storage
Node Manager provides the ability to monitor system components across a wide
range of storage device and forward these to a centralized point for detailed
monitoring, and problem resolution.

Storage Builder provides key functionality that is important to the customer
including the ability to easily identify inefficiently used storage and generate
reports files that meet user-defined type and age criteria.

Storage Optimizer provides host, interconnect, and storage device performance
information that will help the customer monitor their environment and ensure they
don’t have unexpected events that prevent them from meeting their service-level
agreements.

OpenView integration is crucial (need to manage storage at the data center level)
The customer is also interested in HP OpenView Storage Provisioner which
divides storage pools into services or utilities, based upon attributes, which can
then be made available to customers for provisioning.

Storage Allocater is unsuitable for their environment.

1-11
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Storage Area Manager “Top 10” values list

These are ten ways a customer can see immediate value from Storage Area
Manager.

Increase in efficiency
Centralized device management

1. Print SAN map to learn about topology and device mapping. (Storage Node
Manager)

2. Print color zone maps depicting a graphical representation of the fabric
zoning. (Storage Node Manager)

3. Print detailed data on list of devices in the environment. (Storage Node
Manager)

Centralized capacity management

4.  Print utilization information on host, host LUN, NAS, storage devices,
volumes, directory, user. (Storage Builder)

Reduce total cost of ownership
Improve utilization levels

5. Use Top N Query for Volumes to locate underutilized volumes across the
storage domain. This could be used to choose DAS servers to be migrated to
a SAN. (Storage Builder)

Recover wasted space

6. Configure report filters to search for specific file types, old files, and so on.
(Storage Builder)

Use the CLUI to export these file level reports to multiple different file
formats. Useful for importing Storage Accountant and Storage Builder data
into other accounting software applications.
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Just-in-time purchase
Capacity and Performance Thresholds

7. Configure and use base lining to send an email alert to an administrator when
a switch port exceeds a defined 1/O rate. (Storage Optimizer)

8.  Configure capacity thresholds to monitor a specific Database directory so that
when it reaches a pre-defined size an email notification is sent to an
administrator. (Storage Builder)

9.  Configure Storage Area Manager for soft quota management of users. When
a specific user reaches their pre-defined capacity limit have Storage Area
Manager launch a script that searches through the user data for files older
than a specific date, back them up to a secondary location (tape, online disk,
etc.) and delete the original file. (Storage Builder)

Storage utility
Cost of Storage Management

10. Assign average cost of managed storage to all LUNs to get a quick
understanding of the cost of storage management. (Storage Accountant)

Rev. 3.43 1-13
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Storage Area Manager key terminology

1-14

Management Management
Client Client

(OV SAM GUI) (OV SAM GUI)
(remote) (remote)

=

Host Agent (opt) OV SAM GUI
Management
/ Server \

Host Agent

Host Agent

Storage
N Netw ork /
N\ 7/
A S 7

~ Storage Domain

The management server is a server application that hosts the majority of Storage
Area Manager’s functionality. This framework includes Storage Area Manager’s
database, discovery system, event handling subsystem, configuration files, and
server components for each of the five products that comprise the product suite.
The management server software is installed from the Storage Area Manager CD
on a dedicated Windows 2000 server or workstation. One management server
manages a single storage domain. A storage domain consists of storage resources
that are visible to the managed hosts associated with the management server.
Storage Area Manager is capable of managing direct-attached or network-attached
storage resources.

The managed host (also referred to as a SAN host) contains Host Agent software,
which includes components that enable access to the storage resources visible to
the managed hosts. These components include discovery, status and event inquiry,
and performance and capacity data collection. The Host Agent software can be
installed remotely from the management server or locally from the Storage Area
Manager CD onto a Windows 2000, HP-UX, Solaris, Linux, AIX, or Tru64 host.
The host then becomes associated with and dedicated to the management server.
The Host Agent runs as a service on Windows hosts and as a daemon on Unix
hosts.

The storage domain is defined as the Storage Area Manager management server
and its associated managed hosts.

The management client is a graphical user interface (GUI) application that uses a
common navigation and presentation framework to display storage information
that is stored by the management server.
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The Manager of Managers (MoM) is a graphics user interface (GUI) application
that consolidates storage information from multiple storage domains. This allows
an administrator to view, from a single location, the high-level status and filtered
event information of a large, geographically dispersed storage network. The
administrators can also launch the management server client for a particular
storage domain to view the detailed information displayed by the client. The MoM
software can be downloaded from the management server to remote Windows,
HP-UX and Solaris hosts. It is an optional piece of the Storage Area Manager
architecture.

The Storage Area Manager Bridge is a web server application that allows other
applications access to Storage Area Manager’s functionality. This access enables
Storage Area Manager tight integration with other HP OpenView enterprise
applications. The bridge is also able to consolidate information from multiple
management servers for use by the application integrating with the bridge.

Storage Area Manager integrates with various OpenView enterprise
applications. Through the bridge, the Storage Area Manager SMART plug-in
(SPI), and the integration packages contained on the Storage Area Manager CD,
Storage Area Manager information and control can be integrated with:

m  OpenView Reporter (OVR)

s OpenView Service Information Portal (SIP)
m  OpenView Operations for Windows (OVW)
s OpenView Operations for Unix (OVO)

m  OpenView Internet Usage Manager (IUM)
m  Service Navigator

m  Service Activator

n Service Desk
1-15
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Supported operating systems

1-16

Storage Area Manager is supported on the following operating systems:

Supported operating systems

Storage Area Manager system

Operating system

Management Server u

Windows 2000 (Professional, Server,
and Advanced Server with Service
Pack 3 or 4)

HP OpenView Storage Management
Appliance Il with 1 GB memory
upgrade or Storage Management
Appliance Il (Software v2.0 with
Service Pack 4 or v2.1)

Management and MoM Clients n

Windows 2000
Windows XP
HP-UX 11.0
Solaris 8.0
Linux Redhat 2.1

SAN Host(s)

Windows NT 4.0, Windows 2000,
Windows Server 2003 (32-bit)

HP-UX 11.0, 11.11, 11.20

Solaris 7.0, 8.0, 9.0

AlX 4.3.3, 5.1

Linux

= Red Hat Linux 7.1 (Kernel 2.4.2-2)

= Red Hat Enterprise Linux AS 2.1
(Kernel 2.4.9-e.3 and 2.4.9-e.12

» SuSE ES 8.0 (Kernel 2.4.19-64GB)

Trub4 4.0f, 5.1a, 5.1b
Netware 6.0
OpenVMS 7.3, 7.3-1

-

-

Important

Refer to the hp OpenView storage area manager installation guide and hp
OpenView Storage Area Manager Supported Components and Configuration
Guide for system requirements and limitations.

Important

Support for new SAN host operating systems is added between releases

through patches. Refer to the OpenView patch website at
http://support.openview.hp.com/patches/patch_index.jsp for details on all
Storage Area Manager patches.
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Device support dependencies

To fully take advantage of all Storage Area Manager features, the following is
required:

m  For fibre channel HBAs: SNIA library
m  For storage and interconnect devices:
e  Property file
e  Device plug-in (DPI)

SNIA libraries

SNIA libraries refer to an industry standard programming interface for accessing
management information in fibre channel HBAs. This standard was developed
through the Storage Networking Industry Association (SNIA). SNIA libraries
allow access to low-level, fibre channel HBA information in a platform and vendor
independent way.

! Important
Refer to the HBA vendor websites for associated SNIA libraries.
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Property files

A N N N NN

& HP_%P512.def - Notepad -1Oo| =|

File Edt Format Help
W HP_<P3l2. def |
#*

Mame : HP Surestore Disk Array xpP5lz
version: 03.00. 4

PartMumber: =psS5l2

Family: Storage

Type: Diskarray

Icon: fodiskarray

vendaor : Hewlett-Packard

Picture: xp5lz. jpg

# Device Management
onManage: Zhrowser %home/devices propertiesHP_=P512. html
onManagerames : ®P512 Release MNotes

# Discover

scsiModelDiscoveryClass: HP_xP512
snmpModelDiscovery: .1.3.6.1.4.1.116.3.11.4.1.1
snmpModelDiscoveryClass: HP_=P512
serialiumberThroughsnmp: true

pelayrefreshafterBoot: 60

# Status

Target: SMMP | %ip_address|%serial_no|%read_comm|%write_comm
DeviceClass: com. hp.dpi.xp5sl2.Cxp5l2

rerformanceClass: com.hp.sanmgr. pm. beans. xpPerformance

v' = Required
values of Property File

A property file, also referred to as a device definition file (.def), is a plain-text Java
properties file whose property-value pairs characterize a device model. Examples
include, a Brocade 2800 switch, StorageTek 20/700 tape library, or HP FC60
SureStore Disk Array. These device definition files reside on the management
server.

Each property file contains four distinct sections:

1-18

Identification
Device management
Device discovery

Device status
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Storage Area Manager uses the properties file Identification and Device Discovery
sections to provide the following support:

m  Place the device in the proper branch of the directory tree
m  Display representative icons

m  Map the device (inferred only, unless a DPI is specified and SNIA libraries
are present)

m  Monitor device status (Good and Unreachable only)

Unless a pointer to a DPI is provided, a property file does not:

m  Support status conditions other than Good and Unreachable
m  Support events in the event panel

m  Support capacity planning and reporting

m  Support performance information

Device Plug-Ins

Rev. 3.43

A DPI is internal Storage Area Manager code that is used to retrieve detailed
information (required for physical mapping, capacity, and performance metrics)
from an interconnect or storage device. DPIs are included with the Storage Area
Manager product, or can be downloaded at a later date through the hp OpenView
Device Plug-in website asynchronous to product releases.

Devices with DPIs report six levels of device status: Normal, Warning, Minor,
Major, Critical, and Unknown/Unreachable. Devices without a full DPI are
mapped with inferred links and report only two levels of status: Normal and
Unknown/Unreachable.
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Supported devices

1-20

The hp OpenView Storage Area Manager Supported Components and
Configuration Guide is the primary source of information regarding the devices
supported by Storage Area Manager. This guide details the operating systems,
platforms, interconnect devices, software applications, and storage devices that are
supported by Storage Area Manager. Its intent is not to provide end-to-end
configuration information, but to show which devices, systems, and applications
have been tested in conjunction with Storage Area Manager.

It is available from the following locations:

m  Hewlett-Packard internal
http://turbo.rose.hp.com/spock/OV_SAM/index.shtml

m  Americas channel partners

https://www.partner.americas.hp.com/rrc/performance/html_src/channe
I/services/storage delivery.html

EMEA and AP channel partners
http://www.hp.com/partners/csn

Additionally, new and updated DPIs posted on the hp OpenView Device Plug-ins
website (http://www.openview.hp.com/products/SAM) after release of Storage
Area Manager provide updated features and new device support.

Customers may also create their own DPIs, by using the Software Developer’s Kit
(SDK) available at
http://www.openview.hp.com/partners/developers/General HTML-218.asp.
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Internationalization and localization

Storage Area Manager supports minimal internationalization (I18N).

m  Storage Area Manager may be installed on any OS language version (such as
Japanese NT) and run under any language mode.

m  Data may be entered in the local language.
m  Storage Area Manager supports the following different scenarios:
e  All English
e  All multi-byte (single-locale)
e  All single-byte non-English (single-locale)
e  Multi-locale (two locales)

m  Storage Area Manager does not support changing language mode through
user locale setting (for example, Windows, Control Panel).

Additionally, Storage Area Manager supports the ability to be localized.
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Licensing

Storage Area Manager licensing is based on the amount of Raw (TB) storage in
the SAN (the exception is EMC disk arrays, where licensing is based on the total
size of all LDevs).

Storage Area Manger may be purchased in increments of 1, 5, 10, or 50 TB.

Storage Area Manager comes with a 60-day evaluation license for all components.
If permanent licensing has not been configured, a dialog box displays showing the
number of days left on the evaluation license.
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Ordering
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The customer must purchase:

1 Media Kit (includes CD and Installation Guide)
Appropriate capacity licenses for the suite or specific products
Desired services

Purchase includes 1 year 8x5 phone-in support

Product number Description

T2524AA Storage Area Manager Media

T2525AA Storage Area Manager suite with 1 TB license
J5365AA 5 TB license for SAM suite

J5366AA 10 TB license for SAM suite

J5367AA 50 TB license for SAM suite

T2526AA Storage Node Manager product with 1 TB license
J5369AA 5 TB license for SNM

J5370AA 10 TB license for SNM

J5371AA 50 TB license for SNM

T2527AA Storage Optimizer product with 1 TB license
J5373AA 5 TB license for Optimizer

J5374AA 10 TB license for Optimizer

J5375AA 50 TB license for Optimizer

T2528AA Storage Builder product with 1 TB license
J5377AA 5 TB license for Builder

J5378AA 10 TB license for Builder

J5379AA 50 TB license for Builder

T2529AA Storage Accountant product with 1 TB license
J5381AA 5 TB license for Accountant

J5382AA 10 TB license for Accountant

J5383AA 50 TB license for Accountant

T2530AA Storage Allocater product with 1 TB license
J5385AA 5 TB license for Allocater

J5386AA 10 TB license for Allocater

J5387AA 50 TB license for Allocater
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Storage Area Manager Solution Service

The Storage Area Manager Solution Service helps customers to install, integrate,
and optimize the efficiency and performance of their Storage Area Management
solution. It begins with installation and startup of Storage Area Manager
applications and then adds defined “bands” of customization to address consulting
and integration.

Level 1 — Installation and Startup (HA114A1 -5G3)

Offers basic implementation services for Storage Area Manager. Includes
installation, configuration, testing, documentation, and demonstration. Also
includes assisting the IT Administrator in setting up the product to meet IT
reporting needs

Level 2 — Consulting (HA115A1 -5D7)

Provides additional tailoring and integration of storage management solution
to meet business needs. Includes project management, design activities,
tailored implementation, testing and knowledge transfer

Level 3 — Integration (HA115A1 -5D8)

Provides integration for the storage management solution into the overall IT
management application, such as HP OpenView. Includes an environmental
analysis of overall storage needs and current state, a survey of business and
process needs relative to storage, and the design of a storage management
solution that would meet these needs

Solution Service Ordering Example

The Level 1 — Implementation and Startup service is structured into specific time
increments based on the Storage Area Manager applications being implemented
and the number of hosts in the environment. If a customer with 50 hosts wishes to
implement Node Manager and Storage Allocater, they would need to purchase 15
HAT114A1. This includes:

1-24

3 x HA114A1 for base installation which includes first 10 hosts
1 x HA114A1 for the Node Manager product

4 x HA114A1 for the Storage Allocater product

8 x HA114A1 for the 40 additional hosts
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Where to get more information

Refer to the following websites for more information.

General Storage Area Manager information — includes links to many
other Storage Area Manager-related sites

http://h18006.www1.hp.com/products/storage/software/sam/index.html

m  Product documentation — provides access to the Storage Area Manager
suite of documentation including Installation Guide, Administrator’s Guide,
CLUI Reference Guide, on-line help, and OpenView integration guides

http://ovweb.external.hp.com/lpe/doc_serv/

m  Storage Area Manager Knowledge Management Tool (KMT) — a web-
based sales training tool. The KMT provides valuable information on the
customer benefits provided by Storage Area Manager.

e  HP internal: http://nsscat.corp.hp.com/index_cards/sam_kmt.htm

e  Americas channel partners:
https://partner.americas.hp.com/rrc/performance/html_src/train/sa
m/

e  EMEA and AP channel partners: http://www.hp.com/partners/csn

m  Business Value Model for Storage — examines a customer’s current
storage approach and growth projections and provides an ROI study to help
develop a financial business case to move to a HP storage solution.

The latest Business Value Model (version 3.4), built in cooperation with
ITCentrix, provides a breakout of the contributing value of the components of
the Storage Area Manager suite.

e  HP internal:
http://nss.esgonline.hp.com/marketing/wwsalessupport/bvmodel/

e  Channel partners: Contact Bob.Jefferson@hp.com
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Learning check

1-26

Match the Storage Area Manager application with its key features:

Core Services
Storage Node Manager

Storage Accountant

Storage Allocater

Storage Builder

Storage Optimizer

..... Host-based storage access control
..... Storage metering and billing

..... Host disk and volume metric

performance monitoring

..... Underlying framework containing

several components that are
shared amongst all products

..... Device and link status;

application launching

..... Capacity information for hosts,

storage devices, NAS devices,
volume groups, volumes,
directories, and users

Match the Storage Area Manager term with its definition:

a.

Management Server

Management Client

SAN Host

Storage Domain

MoM

Bridge

Host Agent

Any host in the SAN that has the
Storage Area Manager Host Agent
software installed

A Windows 2000 host with the
Storage Area Manager server
application software installed
Storage Area Manager client
application that consolidates storage
information from multiple storage
domains

Web server application that allows
other applications access to Storage
Area Manager functionality

Storage Area Manager software
component that must be installed on
each host in the SAN that is to be
managed

A management server, its deployed
hosts, and any interconnect and
storage to which they are connected
Any host that has LAN/dial-up access
to the management server with the
Storage Area Manager client software
installed
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3. The management server is only supported on Windows 2000.
L True
[0 False

4.  With a few exceptions, Storage Area Manager licensing is based on the
amount of raw (TB) storage in the SAN.

O True
O False

5. Storage Area Manager is available in English, Japanese, or German.
O  True
O False
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Storage Area Manager environment
Module 2

Objectives

Rev. 3.43

After completing this module, you should be able to:
m  Navigate the Storage Area Manager graphical user interface (GUI).

m  Describe how Storage Networks and discovered devices are displayed on
device maps.

m  Recognize the severity of reported device status.
m  Display Zoning information.

m  Create customer views using organizations.Organize SAN resources using
arbitrary folders.Access Storage Area Manager configuration options.
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Core Services and Storage Node Manager features

LAN

User authorization

» Device discovery

» Device mapping

» Fabric zone mapping

* SAN resource
organization

» Event management

» Device and link status

« Device application
launching

* Global application

launching

l
-

Core Services provides the following features. They are available regardless of
which application(s) you install and license.

User authentication and authorization — When starting Storage Area
Manager, a user must login with their unique user name and password.
Storage Area Manager user accounts can be configured with different levels
of privilege.

Device discovery and mapping — Storage Area Manager automatically
discovers hosts, interconnect devices, bridges, and storage devices in direct
attached (Fibre channel or SCSI) and networked storage (SAN and NAS)
environments. Discovered devices are placed in the Resources tree and a
device map. Storage Area Manager illustrates the relationship of these
devices by displaying their links within each device map. If the storage
network is using interconnect hardware to support fabric zoning, Storage
Area Manager identifies the pre-configured zones and lists them under the
Storage Networks node in the Resources tree. Storage Area Manager also
creates a corresponding device map of each zone.
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= Event management — Based on its status inquiries of the storage network
and its own processes, Storage Area Manager generates and displays events
in the event panel. Framework and discovery-related events are displayed
regardless of which applications are installed and licensed. Device status,
LUN security, performance, capacity, and billing related events only appear
if the applicable application is installed and licensed. Storage Area Manager
is able to receive SNMP traps from devices that support trap forwarding. You
can also configure event triggers to perform certain actions based on event
criteria.

m  SAN Resource Organization — Storage Area Manager provides two
features for organizing SAN resources: organizations and arbitrary folders.
Organizations allow you to create “customer views” of your environment.
Arbitrary folders act as a simple file cabinet for your SAN resources.

Storage Node Manager is a device status monitoring tool for your storage network.
You must install and license Storage Node Manager in order to use these features.

Storage Node Manager adds the following features to Storage Area Manager:

m  Application linking — You can link device-specific applications to Storage
Area Manager and then start them from the user interface. An application
may be linked to a specific device or device model. Many default device-
specific application links are provided with Storage Node Manager.

s Device status monitoring — Storage Node Manager monitors and
graphically displays the status of each discovered device in your storage
network. Device status is displayed wherever the device is referenced in the
user interface, including the Resources tree, device map, and event panel.
Based on its status inquiries of the storage network, Storage Area Manager
generates and displays status-related events as they occur in your storage
network.
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Storage Area Manager GUI
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Storage Area Manager's user interface allows you to monitor the status of your
storage network, view event information, and easily perform administrative tasks.

The title bar indicates the node or subnode currently selected in the tree panel and
the product name. For example, DOMAIN NAME — hp OpenView Storage Area
Manager.

The menu bar and toolbar provide access to commonly performed tasks.
Application icons are included on the toolbar, which provide direct navigation to
each application’s home page.

The tree panel includes two views, Resources and Applications, which are
controlled by the Tree Panel tabs on the bottom of the tree panel. Each tree panel
will be discussed later in this module.

The event view panel lists events received and reported by Storage Area Manager
as it monitors the storage network.

The view panel displays detailed content for the node or subnode that is currently
selected in the tree panel.

The application indicator reflects which application’s information is currently
displayed in the view panel.

The discovery indicator reflects if Storage Area Manager’s ongoing device
discovery process is on or off.
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Starting Storage Area Manager

Starting Storage Area Manager involves starting the management client and
logging on with a unique username and password. You can perform the same
activities from a remote client as you can from the user interface on the

management server.

7 UserMame I&dministratnr

} FPassword th*w*wﬂmwﬂrw

=101 x|

Ol

Cancel |

Help

Starting the management client (Windows)

Starting the management client (HP-UX and Solaris)

Rev. 3.43

To connect to the management client's default management server select Start
Storage Area Manager from the Windows Start menu. The default management
server is the server to which you were previously connected.

To connect to a management server other than the default management server, use
the Select Management Server command.

1. Change to the \opt\sanmgr\client\bin directory.

2. Start Storage Area Manager by entering:

SanManager -h <management server IP address>

3. When the Logon window displays, enter a Storage Area Manager user name
and password, and click the OK button.

The management server to which you connected, becomes the default server

for this management client.
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User accounts
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Configure...
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Storage Events EventFilter |Mone |
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— Select group from either
Member of or Not Member of
columns and use the arrows to
move back and forth

The authentication and authorization feature enables creation of users specific to
Storage Area Manager. Each user is assigned to a user group, which determines
the tasks that the user is able to perform within Storage Area Manager.

Each time Storage Area Manager is started a login window displays. The user
name entered in the login window determines which tasks can be performed based
on the user group to which the user belongs.

Storage Area Manager users are independent of operating system users and users
displayed within Storage Builder. The users displayed within Storage Builder
represent users of a particular host that Storage Builder encountered as part of its
host data-gathering activity.

Consider the following when adding, deleting, or modifying users:

m  When adding a new user, by default the user will be a member of the Users
group.
m  You cannot delete the currently logged-in user.

m  If you modify the currently logged-in user, the changes do not take effect
until the next time the user logs in to Storage Area Manager.
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User group privileges
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Storage Area Manager provides three groups: Administrators, Operators, and

Users.

m  Administrators — Members of this group are able to perform all Storage
Area Manager tasks, including making changes that are saved in the database.
Administrators can add, modify, or delete Storage Area Manager users.

m  Operators — Members of this group are able to perform all Storage Area
Manager tasks, including making changes that are saved in the database, but

they cannot add, modify, or delete Storage Area Manager users.

m  Users — Members of this group are able to view all information presented
within Storage Area Manager, but cannot make changes that are saved in the
database or configure Storage Area Manager users.

User account privileges apply to tasks conducted through both the graphical user
interface (GUI) and command line user interface (CLUI).
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Resources tree
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The Resources tree lists resources managed by the storage domain including

storage networks, devices, and organizations.

Expand nodes to view individual storage networks, hosts, storage devices, NAS
devices, volumes, volume manager groups, users, and organizations within the

tree.

Select nodes or sub items to view corresponding maps and related information in

the View panel.
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Applications tree
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The Applications tree includes a node for each of the five applications that make
up the Storage Area Manager product suite. Each application node includes
shortcut navigation to that application’s primary tasks.

Only licensed Storage Area Manager applications display in the tree.
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View panel

View panel tabs are dependent on node
selected in the tree and product support
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The view panel displays detailed content for the node or subnode that is currently
selected in the tree. This could include report listings, device identification

information, device capacity or performance data, or device maps that illustrate the

storage network.

The information available is dependent on which Storage Area Manager
applications are installed.

Tabs near the top of the View Panel provide navigation to additional information
for the selected nodes.
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Event View panel
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The Event view panel lists events received and reported by Storage Area Manager
as it monitors the storage network. Each event listed in the Event view panel
includes its severity level, the date and time it occurred, the source of the event,
the event’s category and type, and the message provided by the event itself.

Storage Area Manager’s event management subsystem enables several features to
help you manage the events displayed in the event view panel. These features are
accessed through the toolbar icons near the top of the event panel.
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Storage domains
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A Storage Domain uniquely identifies a management server and its deployed SAN
hosts. A SAN host can be managed by only one management server at a time.

Within the Storage Area Manager GUI, only one management server can be
monitored at a time. Using MoM, multiple domains can be monitored

simultaneously.
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Storage networks
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As Storage Area Manager discovers and maps devices in your environment, it
places them in the Resources tree and organizes them as storage networks. They
are labeled as SAN-1, SAN-2, and so on. Each storage network is illustrated on a
corresponding device map.

Each storage network is an island of Fibre channel connectivity. Each device in a
storage network map is able to send Fibre channel commands to all other devices
in the map.

The FC Direct Attached storage network represents a Fibre channel connection
between one host and one storage device in which Storage Area Manager does not
discover or infer an interconnect device between the two devices. This map might
contain multiple pairs of these types of connections.

Similarly, the SCSI Direct Attached storage network represents a SCSI connection
between one host and one storage device.
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Storage network requirements for Storage Area Manager

2-14

For Storage Area Manager to accurately map and monitor a storage network, the
following is required:

For each SAN Host:
m  Supported operating system
m  Host Agent software

s HBA supporting the SNIA API
For each SAN device:
m  Property file—Discovery, mapping, and limited device status support

m  Device Plug-in (DPI)—Full Storage Area Manager support

SAN host requirements

For a complete list of supported Host Agent operating systems and storage
[INTRAINET

network configurations, refer to the hp OpenView Storage Area Manager

Supported Components and Configuration Guide at

http://hpso.rose.hp.com/spock#OV SAM/.

The Host Agent software contains components that enable in-band communication
between the management server and devices using the fibre channel protocol, and
includes discovery and status monitoring activities.

As part of the installation process, Host Agent software is deployed to each SAN
host to which a storage or interconnect device is connected.

With the exception of HP-UX, a SNIA library is needed for each HBA in order for
Storage Area Manager to accurately discovery and map host identification
information.

SAN device requirements

DPIs reside on the management server and are central to Storage Area Manager
device support. A DPI is a Java archive file (.jar) that comprised of three parts:

m  Device discovery code
m A device property file

m  Custom device object file
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Viewing Storage Network maps
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Select the Storage Networks node to view all the storage networks in the domain.
Storage networks can be expanded or collapsed by the user. The color of the
collapsed SAN represents the worst status of any device in the SAN.
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Viewing the entire storage network

2-16
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Select the Storage Networks node to display the entire storage network
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Viewing the storage network subnodes
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Select the SAN-1 node to display one island of fibre channel connectivity.

Select SAN-2 to display another collection of fibre channel devices. Note that the
same host appears in both SAN-1 and SAN-2.

Select the Fibre channel Direct Attached node to display fibre channel devices that
are directly attached, in other words, attached without an interconnect device.
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Viewing storage network information
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The List and Node Manager tabs provide storage network identification
information for all devices residing in the selected Storage Network

Device identification includes:

Entity: Resource name

Inquiry Information: Product name, vendor, model, product revision,

firmware revi

sion, serial number

Type: Disk array, switch, Hub, host operating system

The Node Manger tab provides an additional column showing current device
status.
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Renaming storage networks

ﬁ:g'\ RemPOC 1GB SAN-1 - hp Dpen¥iew storage area manager = |EI|1|
File Wiew Tools Help
QDG AENSB|D ST
CHSEEITRILINYI || # Storage Network: RemPOC 1GE SAN-1
(== Storage Metweark
i Map | List Mode Manager | capacity |
|E ity |Pro... |Ve... |Model £ |Pr... Fir... Ser.. Liki.... Type Status
o T e e w260 [3808D... 105883 [Switch hlorml
£ RemPOc 10 - i 0 |[E10 WEEP-4 |ZG0280.. |DECHS... [Disk &Array [Mormal
O RemPoc 20 Miew in New Window E9eate... [Windows 2... |Unreachable
S0:00:6... Unknawwn Morral
S0:00:E... Unknasvn Marrnal
() Intercaornect Dev
| Bridges
_S Storage E?ewces r—— ]
=) NAS Devices =
=) Unknowen Device ;
=5 Organizations Old Nams: IS'AN'2
Managed Lpplics
A & i j MNew MName: I
Resources I Applications |
AW a5 I Cancel Help |
Storage Events Event Filter [None =l —r —_—
Acknowled... Severity Occurred & Source Category Evert Type Mess:
Major May 21, 2003 4:20:52 PM PDT 33 Jdevilvold... (Capacity WOLUME_THRESHOLD _E... Volumnﬂ
A dajaor fday 21, 2005 4:19:29 PM PDT = jdevilvold. . |Capacity WOLUME_THRESHOLD_E... alume—!
n Major May 21, 2003 4:16:35 PM PDT 3 fdevilvold. . |Capacity SWOLUME_THRESHOLD_E... [Wolurr -
=
< | »
=] Discovery Off |5

To rename a storage network, right-click the node and select Rename from the
shortcut menu.

Likewise, you can rename hosts, interconnect devices, bridges, storage devices,
NAS devices, unknown devices, share groups, associated LUN groups, host
groups, and LUN groups.
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Displaying device information
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To display detailed information about a specific device (host, storage device or
NAS device), select the device in the Resources tree.

The Properties view panel displays

n Device identification information

n Device status

m  Storage network membership details
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Displaying device event history
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The Node Manager view panel displays device-specific event history. It lists all

events relating to the selected device currently stored in the database.
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About unknown devices
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The Unknown Devices node represents devices that Storage Area Manager can
determine from a switch, but cannot be identified.

In addition to the Unknown Devices Node, an Unknown LUNs sub-node displays

under the Storage Devices Node.

These are LUNs Storage Area Manager cannot identify, either because there is no
Discovery Class and Property File for the device the LUNs belong to, or because

the paths were down during discovery.

Examples include:

Fibre channel disks that have not been associated with an FC10 JBOD
HBA s on hosts that do not have SNIA libraries
HBASs on a host that do not have the Host Agent software installed

WWN of a device is detected from a switch, though does not have a
corresponding device file

Host internal disk drives
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Searching the tree
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The Search Tree feature is helpful when dealing with large numbers of objects in
the Resources tree because it allows you to quickly search for a particular node.

Click the Find icon or right-click any node in the Resources tree and select Search
Tree.
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Viewing management server information
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You can display information such as the storage domain name, management server
name, and IP address.

For example, if you are running Storage Area Manager from a management client,
you can use this window to determine which management server you are
connected to.
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Device discovery
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Ell

Storage Area Manager automatically discovers hosts, interconnect devices, and
storage devices in direct-attached (Fibre channel or SCSI) and networked storage
(SAN and NAS) environments.

In Storage Area Manager 3.0, this discovery process automatically runs on an
ongoing basis. To manually override the ongoing discovery process and request a
comprehensive discovery of the entire environment, select Tools — Start
Comprehensive Discovery.
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Discovery components

Storage Area Manager discovery has three primary components:

m  Multicast discovery of managed hosts. This is a simple process in which
the management server sends a multicast request for managed hosts to reply,
informing the management server that they are available.

s SNMP-based (out-of-band) discovery of IP-based storage elements such
as storage devices and infrastructure devices. For this process, a user
specifies an IP address range of addresses during installation. For each
address, an attempt is made to connect, and if the connection is successful,
the address is added to a list of “alive” devices. Additional information (in
essence the sysobjectid) is gathered from each “alive” device to enable a
more detailed identification of the device.

m  Storage device discovery of storage devices through managed hosts (in-
band). Managed hosts use the DIAL discovery engine that generates an
XML encoded stream of device information that can be requested during the
management server’s ongoing discovery cycle.

Setting the discovery interval on SAN hosts

There is an additional, configurable component for discovery, which sets how
often the Host Agents check for changes (for example, execute an ioscan -k on
HP-UX SAN hosts). If anything changes, the hosts will asynchronously notify the
management server to process the updated information. This discovery cycle is set
under Tools — Configure — Discovery. The default is set to every 15 minutes.
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Device maps

As Storage Area Manager discovers your storage network, it places devices in
device maps. Because of device limitations, Storage Area Manager must assume
the existence of some devices, such as hubs.

While placing devices in the map, Storage Area Manager also links them using
information offered by the devices. Links can be physical or logical and are
graphically identified as such in the device maps.

Storage Area Manager provides two map modes: physical and inferred.

Physical mode
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Devices that appear on physical maps provide enough information that Storage
Area Manager is able to establish their identity and connectivity properties.

Rev. 3.43 2-27



HP OpenView Storage Area Manager Fundamentals

Node bank

Some devices do not provide sufficient information for Storage Area Manager to
accurately identify them; however, Storage Area Manager is able to obtain enough
connectivity information concerning the devices to physically map them.

In these cases, when the device map is in physical map mode, a placeholder device
is placed in the device map with a physical link and an unmapped device is placed
in the Un-Mapped Devices node bank. The placeholder device is typically
identified by the device vendor.

The placeholder device also appears in the Unknown Devices node of the
Resources tree, and the unmapped device appears under the appropriate node for
its device type. This placement in the Resources tree is independent of the map's
mode.

Associating unknown devices with their placeholders

Storage Area Manager provides two methods for associating unknown devices
with their placeholder icons depending on whether the unknown device and
placeholder device are shown in the same storage network map.

Note

When in inferred map mode, Storage Area Manager estimates the connectivity
of logical devices by applying its own map rules to the limited information
provided by the devices. This map mode can be helpful in determining which
unknown devices should be associated with particular placeholder icons

If in same storage network map

1. Select the unknown device in the Un-Mapped Device node bank.

2.  Drag the unknown device and drop it on the placeholder icon in the device
map.

If the association is successful, the unmapped device is removed from the Un-
Mapped Devices node bank, and the placeholder device in the map assumes the
appropriate characteristics of the device. The placeholder device is also removed
from the Unknown Devices node in the Resources tree.

Note

In some configurations, multiple placeholder devices might be associated with
the same unmapped device. The above result completes when the final
placeholder device is associated with the unmapped device.
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If not in same storage network map

1.

Right-click the unmapped device in the Resources tree, and select Associate
with Unknown Device from the shortcut menu.

Select the placeholder device that represents the unmapped device from the
list of placeholder devices in the Select device to associate with list.

Click the OK button.

If the association is successful, the unmapped device is removed from the
Un-Mapped Devices node bank (if applicable), and the placeholder device in
the map assumes the appropriate characteristics of the device. The
placeholder device is also removed from the Unknown Devices node in the
Resources tree. The applicable storage network is also updated to reflect the
association.
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Inferred mode
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Inferred maps display physical and logical devices and device links in the same
map. Storage Area Manager estimates the connectivity of logical devices by
applying its own map rules to the limited information provided by the devices.

Inferred map mode requires users to validate all inferred links and make link
modifications when appropriate. This map mode is recommended for Hub only

environments.
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Device and link status

Link Status
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Storage Area Manager displays status for all discovered devices and associated

links.

Device status

Device status does not necessarily correspond with event severity levels displayed
in the event panel. Device status is dynamic and displays the current status of the
device. Severity levels of events are static for the event at the time it occurred.

Note

Some devices display only Normal and Unknown/Unreachable status. See the
hp OpenView Storage Area Manager 3.0 installation guide to determine
Storage Area Manager's status monitoring capabilities for each device it

supports.
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Recognizing device status

In the Resources tree, event panel, and view panel, status icons display next to the
device. In device maps, device status displays as the background color of the
device icon.

The following table lists status from the lowest level of severity to the highest.

Tree Icon .
Device Icon Color .
Status on Ma Definition
Symbol P
None Green Normal
:ly Blue Unknown/Unreachable

'_-. Cyan Warning

|'-. Yellow Minor

E Orange Major

ﬁ Red Critical

Impact of status levels

Normal: Information collected from device indicates that it is operating
normally.

Unknown/Unreachable: Status of device is unknown or an attempt to
contact device to obtain status was not successful.

Warning: Normal use of device should not be impeded. Escalation to a more
severe condition is not likely.

Minor: Potential or impending fault could impact service. Normal use of the
device is not likely to be impeded. Repair can be scheduled for a convenient
time.

Major: Action required very soon to avoid data loss, system downtime, or
other loss of service. Normal use of the device could be impeded. Repair
should occur as soon as possible.

Critical: Immediate action required to avoid data loss, system down time, or
other loss of service. Condition might already have occurred. Normal use of
device should not continue.
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Link status

The device maps also display normal or critical status for links between devices.
Device and link status are independent, but might correlate.

Note

If a device with a logical link changes to an Unknown/Unreachable status, the
device is removed from the device map. However, the device remains in the
Resources tree.

Each time a device or link changes status, Storage Area Manager generates a
corresponding event and displays it in the event panel.
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Viewing storage network fabric zones
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If the storage network is using interconnect hardware to support fabric zoning,
Storage Area Manager identifies the preconfigured zones and lists them under the
Storage Networks node in the Resources tree. Each zone subnode lists the zone
name, the current state (active or not), zone type and an optional description.

Note

Active and inactive zones are only displayed for Brocade switches. McData
switches only show active zones. Brocade stores active and inactive zone
information within the switch. McData stores the active zone information in
the switch, but the inactive zone information is in the EFC manager (separate
computer system used to manage multiple McData switches).
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Fabric zone properties
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Zone properties can be displayed for each zone, including zone name, zone type,
and current state. A zone description can be added.
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Fabric zone members and sets
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Zones are a named group of zone members. Similar to the way Storage Area
Manager defines storage networks, members in a zone are able to communicate
with all other zone members.

A zone member can be a member of more than one zone. More than one zone can
be active at a time. Storage Area Manager does not manage the activity state of
zones.

Zone sets are a named group of zones. A zone can be a member of more than one
zone set. Only one set can be active within a storage network. Like zones, Storage
Area Manager does not manage the activity state of zone sets.
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Zone map
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Zone maps graphically represent the effect of the zone on the physical topology.
Members not configured in the selected zone are shown as transparent.
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Organizing SAN resources

Storage Area Manager provides two features for organizing SAN resources:

Organizations

Used to create “customer views” of your storage network
Set capacity thresholds and customer billing per organization
Non-exclusive (a resource can be a member of several organizations)

Accessible from both Resources tree and Applications trees

Arbitrary folders

Simple filing cabinet for SAN resources
Supports nesting

Exclusive (a resource can only be a member to one arbitrary folder at a
time)

Not visible from the Applications tree

No feature specific to Arbitrary folders (for example, thresholds cannot
be set on an arbitrary folder)
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Viewing organizations
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Organizations are supported by Storage Builder and Storage Accountant and allow
segmentation of resources for the purpose of reporting. Storage resources can
include hosts, bridges, storage devices, interconnect devices, NAS devices, and
unknown devices.

Organizations do not necessarily reflect a physical relationship within the storage
network. Any storage resource discovered by Storage Area Manager can be added
to any organization. A storage resource can be a member of more than one
organization. There is no limit on the number of members that can belong to an
organization.

The Organizations node from within the Resources tree contains three tabs: List,
Capacity and Accounting. The List view panel displays the organization name and
organization member count.
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Adding organizations
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To add a new organization, select the Organizations node in the Resources tree
and click the New Organization button.
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Adding organization members
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To add new members to an organization:

1. Select the Organizations node in the Resource tree to view the Organizations
view panel.

2. Select the organization to which you want to add a member.

3. Click the Edit Selected button.

4.  Click the Membership tab.

5. Click the Add button, and select the device type for the storage resource you
want to add as a member. The Add Members window displays.

6. Select the storage resource you want to add, and click the OK button. (You
can select more than one resource at a time.)

7.  Repeat steps 5 and 6 until all the members you want to add to this
organization display on the Membership tab.

8.  Click the OK button to save changes and close the window.
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Creating arbitrary folders
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Folders can be created under any tree node in the Resources tree. To create an
arbitrary folder, right-click on the node and select New Folder.

The New Folder window contains three tabs:

m  Properties
m  Membership

s Cloning
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Adding/removing members
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Members can only include nodes of a same device type. For example, if you create
an Arbitrary folder under the Hosts node, you can only add host member types to

that folder.
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Cloning arbitrary folders
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The cloning feature enables you to add copies of the folder at the same time you
add the original folder. For example, you can create a folder named Site A under
the Hosts, Interconnect Devices, and Storage Devices nodes.
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Configuration window
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E- 4 Thresholds & Alerts
i Capacty
L Managed Applications A | Elit | Delete |
2] [ ok | cancal | ampn Help

The Configuration window enables you to modify and extend the default settings
of Storage Area Manager.

This window is designed similarly to the main user interface. Select a menu item
in the navigation tree to display its content in the view panel. The menu items
available depend on which applications are installed and licensed.

The OK and Cancel buttons at the bottom of the Configuration window are the
master controls for all data display in the window. To save any changes made in
the window, click the OK button before closing the window.



HP OpenView Storage Area Manager Fundamentals

Command Line User Interface

The command line user interface (CLUI) provides an alternative method to work
with Storage Area Manager. Many of the tasks that you perform in the user
interface can also be performed from the CLUI.

Like the user interface, the tasks that can be performed within the CLUI are
restricted by the Storage Area Manager applications that are installed and licensed
and by the privileges assigned to the user name that you use to log in to the CLUI.

To launch the CLUI from the management server

1. At the management server, open a command window.

2. Change to the directory in which the CLUI resides by entering

cd “Program Files\Hewlett-Packard\sanmgr\client\bin

3. Launch the CLUI by entering

ovsam server

The following message displays

Connected to HP Storage Area Manager management server

On host localhost.

ovsam:server@localhost>

Note

The CLUI can also be launched from the management client.

For complete details see the Storage Area Manager CLUI Reference Manual
available at http://ovweb.external.hp.com/Ipe/doc_serv/

Common Commands

Command

Description

commandListing

Displays purpose and brief usage for the specified command

help

Displays help and usage summary for the specified command,
or if no command is specified returns general help for the
Storage Area Manager CLUI

listCommands Lists all commands associated with the specified help keyword,
or if no keyword is specified lists all commands

listHelpKeywords Lists all help keywords with which commands may be
associated

man Displays detailed help and usage description for the specified
command, or if no command is specified returns detailed help
and usage for the Storage Area Manager CLUI

ovsam Launches the Storage Area Manager CLUI. May also be used to
start Storage Area Manager user interface

purpose Displays brief statement of purpose for the specified command

usage Displays usage summary for the specified command
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Storage Area Manager environment

Learning check
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As Storage Area Manager discovers and maps devices in the environment, it
places them in the Resources tree and organizes them as storage networks
(SAN-1, SAN-2, and so on.). Each storage network is an island of Fibre
channel connectivity.

O True
O False

List the SAN host requirements for accurate physical mapping.

Storage Area Manager provides the following three user groups: guest,
administrator, and super user.

O True
O False

Storage Area Manager device status levels include all of the following
EXCEPT

a Unknown/unreachable
b. Normal

c. Warning

&

Critical

e. Offline
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Core Services/Storage Node Manager

architecture
Module 3

Objectives
After completing this module, you should be able to:

Rev. 3.43

Describe the high-level architecture of Storage Area Manager.

Identify the functions of the Storage Area Manager Core components
residing the management server, SAN host, and management client.

Identify the functions of the Storage Node Manager components residing the
management server, SAN host, and management client.

List the key services/processes that run on the management server and SAN
host.

Describe how the Storage Area Manager discovery process works.
Describe how the Storage Area Manager event process works.

Describe the method for integrating new devices into Storage Area Manager
after initial product installation.
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Management Client(s)

phluid JCore Server application
JCore Components
[+] Accountant GUI Panels

[&] Allocater GUI Panels

[&] Optimizer GUI Panels

[&] Builder GUI Panels

SO0IAIBS 810D

[+] Node Mgr GUI Panels

Clay/Model API

(030 ‘Buroeuy ‘sjusAad ‘sjusuodwiod)

[+] Core Services GUI Panels

config files trace & log files

ovsam
command-line JCore application
ovsam agent
command-line JCore application

Management Server

JCore Components
[#] Accountant Server Comp
[3] Allocater Server Comp

[%] Optimizer Server Comp

S80JAI8g 81001

[5] Builder Server Comp

[4] Node Mgr Server Comp

("018 ‘Buioey) ‘sjuans ‘sjusuodwiod)

Clay/Model API

[4] Core Services Server Comp

‘=|I ‘—JI ‘J ‘—JI
config reports performance  trace

files data & log files
files

Database

Storage Area Manager high level architecture

SAN Host(s)

Host Agent

JCore Components

[&] Allocater Agent Comp

[+] Optimizer Agent Comp

SBOIAI8S 810D

[&] Builder Agent Comp

[+] Core Agent Comp

config data trace
files files &log files

diald
Native, platform-specific daemon

Storage Device

Three major technologies are used in the Storage Area Manager framework:

m  Jcore — proprietary Java technology that facilitates the component-based
and distributed nature of the product. It also offers a suite-wide mans for
achieving tasks such as logging and tracing, licensing, inter-process event

delivery, component-lookup, task scheduling, and so on.

m  Clay — repository and data model Applications Programming interface
(API). Most of Storage Area Manager’s information is stored in a central
repository that resides on the management server. This repository is a
relational database that is remotely accessible to Java calls via JDBC

m  Phluid — proprietary platform for building Java applications with a
Windows Explorer-type interface. It is the integration framework of the
Storage Area Manager GUI. It provides a consistent look and feel throughout

the product suite.

These three technologies are fundamental to Storage Area Manager, though could
easily be used or reused by other products that have nothing to do with storage
management. For example, other products within HP are beginning to use these

technologies.
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Core Services component architecture overview

J
o GUI
Es I
S0 E Event Status Viewer
Event Status Poller
SNMP Trap Processor Host Agent

a DDT SNIA HBA Gateway

E EAR SCSI Gateway i)

o ()
N HTTP Server DIAL :E
b

c Repository Server CLUI Server 4

= <

g CLUI Server Builder Components (7))

g AA Server SNMP over the Optimizer Components

imi LAN
© Optimizer Components Allocater Components
= Builder Components
diald
Allocater Components Native, platform-specific daemon
OV SAM Bridge Vv
Out-of-Band Device Discovery Storage Device

(Switch, Bridge, Hub, Storage)

The above diagram illustrates the Core Services Jcore components that reside on
the management client, the management server and each of the SAN Hosts.

On the left is the management server. The management client is comprised of the
Graphical User Interface (GUI) and the Event/Status Viewer. This diagram shows
the management server and management client installed on the same server
(default) though the management client can also be installed independently, on
other systems.

The components installed on the management server run as two separate Jcore
applications or processes. The first includes the GUI and the Event/Status Viewer.
The second application includes the following components: Device Discovery and
Topology (DDT), the Event Action Receiver (EAR), a web server, the Repository
Server or database, the Command Line User Interface (CLUI) Server, the Access
Authorization Server (AA Server) and components for Storage Builder, Storage
Optimizer, Storage Allocater and Storage Accountant.
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The Host Agent JCore application runs on each SAN host and is comprised of the
following components: Device Information Abstraction Layer (DIAL), SCSI
Gateway, CLUI Server, and the AutoUpdate Component.

The JCore framework unites all of these Java components into a single virtual
machine, which allows resources to be shared and for all of the components to run
as a single process.

Note

The host agent software can be installed on the management server if it is
connected to storage that needs to be monitored.

The management server communicates with the SAN hosts using Remote Method
Invocation (RMI).
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Core Services management server components

GUI

Mgmt
Client

Event Status Viewer

Event Status Poller

SNMP Trap Processor

DDT

EAR

HTTP Server

Repository Server

CLUI Server

AA Server

Optimizer Components

Management Server

Builder Components

Allocater Components

OV SAM Bridge

This section covers the Core Services components that reside on the management
server. The architecture of the Optimizer, Builder, Allocater, and Accountant
components that reside on the management server are covered in modules for each
application.

Device Discovery and Topology (DDT)

Rev. 3.43

DDT searches for SAN hosts, interconnect devices, and storage devices. The
discovery process is running continually in the background. Additionally,
discovery can also be triggered manually from the GUI. The discovery process has
several key components, including:

m  Discovery of SAN Hosts: The management server attempts to discover all
SAN hosts (hosts in the environment with Storage Area Manager Host Agent
software installed) using TCP. Discovery is performed using a registry-based
lookup service that has been architected to allow for the possibility of
additional discovery protocol plug-ins in the future (for example, LDAP,
WSDL, SLP).
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Storage device discovery through SAN host(s): The primary means of
discovering storage devices is through SAN hosts via the DIAL discovery
engine. DDT discovers the low-level pieces by communicating with the
DIAL proxy agents and MIB agents. Once it gathers the attributes of all
discovered devices, it determines the topologies that the interconnections of
those devices represent.

SNMP discovery of storage and interconnect devices: This process
discovers any IP-based storage elements, such as storage devices,
infrastructure devices, and Command View XP applications. For this process,
the user specifies an IP address or range of addresses in the GUI. For each
address, Storage Area Manager attempts to connect, and if the connection is
successful, the address is added to a list of “alive” devices. Additional
information is gathered, such as sysobjetid, from each alive device to enable a
more detailed identification.

User Specified Host Discovery: Users may also specify a host using the IP
address or host name in the Storage Area Manager Configuration window
under Additional SAN Hosts. Storage Area Manager then knows to contact
the device directly to request device information.

Event Action Receiver (EAR)

The EAR component acts as a funnel that all events go through. It receives events
from in-band devices from the Storage Node Manager Event Status Poller (ESP)
component and events from out-of-band devices from the Storage Node Manager
SNMP Trap Processor (STP) component.

Upon receiving events, EAR matches the events with factory default and user-
defined triggers and then performs the associated action. Common actions include:

Storing the event in the repository
Sending an event notification to the SAN administrator on-call
Running a command

Forwarding an SNMP trap to other management framework applications
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HTTP Server
The HTTP Server is a very basic web server for the Storage Area Manager. The

HTTP port is 8040. It provides two main functions:

Rev. 3.43

It allows access to the Storage Area Manager GUI Download page through a
web browser. This page enables installation of the Management Client, SAN
Host, and MoM software on a remote system. Additionally, it enables the
client to be authorized to access the management server.

ip OpenView slorape ares mansger - GUI downboads
|

Management Server
[ \

http Port 8040 LAN Any
server Host

Web
\ / browser

It allows an Internet Usage Manager (IUM) Collector to read files via HTTP.
These files contain LUN and volume usage information that [IUM uses for

billing and charge-back.
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Repository Server

The Repository Server is the database management component of Storage Area
Manager. Solid FlowEngine 3.7 is used as the SQL-compliant embedded data store
and provides a standard interface used by the Repository Server.

The Repository Server stores and retrieves user, application, system configuration,
Fibre channel device, and logical data, and maintains this information in the
backup database.

The Repository Server provides the RMI Java interfaces used by other Storage
Area Manager components. RMI is the initial connection layer that enables the
Repository Server to communicate with the other modules. Requests to store and
retrieve information are received from other modules using RMI. Once storage or
retrieval is successful, events are sent to other components using RMI. The
components that store data in the database include: DDT, EAR, and the GUI.

When the Repository Server starts, it does an integrity check against the
corresponding configuration file stored in the database. Any inconsistency causes
an error in the Repository Server. If an error occurs, the Repository Server exits.

The Repository Server uses JDBC (Java Database Client) to convert Java objects
into an SQL statement that can be interpreted by the SOLID Server. The JDBC
interface allows for future support of other JDBC and SQL-compliant embedded
database systems. The SOLID JDBC driver adheres to the Sun Microsystems
standard.

Note that Storage Optimizer performance data is not stored in the repository but is
stored in a flat-file system.

Command Line User Interface Server

The Command Line User Interface (CLUI) Server allows remote management
clients the ability to initiate command-line functionality that is then executed on
the management server. Additionally, the CLUI Server allows product-specific
command line handlers to be plugged-in at startup.The CLUI server accepts
command line arguments from the CLUI Client over RMI, and then executes the
appropriate command line handler. The CLUI server also provides the handler
with an output and error stream such that the execution results are sent back to the
initiator display.

Access Authorization Server

The Access Authorization (AA) Server controls Storage Area Manager security;
keeping track of all users and permissions. It restricts access to only validated
clients.Storage Area Manager provides two levels of access privileges:

s  Read-Only

m  Read/WriteAuthorization access changes are dynamically updated.
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Storage Area Manager Bridge

Rev. 3.43

GUI

Mgmt
Client

Event Status Viewer

Event Status Poller

SNMP Trap Processor
DDT

EAR

HTTP Server

Repository Server

CLUI Server

AA Server

Optimizer Components

Management Server

Builder Components

Allocater Components

OV SAM Bridge

The Storage Area Manager Bridge is a web server application that allows other
applications access to Storage Area Manager’s functionality. This access enables
tight integration with enterprise applications. Currently, Storage Area Manager
provides out-of-the-box integrations with several HP OpenView products. The
bridge is able to consolidate information from multiple management servers for
use by the application integrating with the bridge. The bridge is automatically
installed on the management server when you install Storage Area Manager.
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Core Services components on SAN hosts

Host Agent

| SNIA HBA Gateway
SCSI Gateway
| DIAL

SAN Hosts

| cLuisener
Builder Components

Optimizer Components
Allocater Components

diald
native, platform-specific daemon

Storage Device

Each SAN host requires a set of components that discover storage devices and
provide the communication interface to the management server

Components residing on each SAN host include:
s SNIA HBA Gateway

m  SCSI Gateway

m  Device Interface Abstraction Layer (DIAL)
m  CLUI Server

SNIA HBA Gateway

The SNIA HBA Gateway provides an interface that gathers Port and Node WWN
information, as well as provides a way to send SNIA pass-thru commands.The
Port WWN is used to estimate how many ports are on devices that do not have
Device Plug Ins (DPIs) and the Node WWN is used to improve discovery and
mapping of devices without a DPIL.

SCSI Gateway

3-10

The SCSI Gateway component provides an API that allows permitted host systems
to send SCSI inquiry commands to, and receive data from, any of the discovered
storage devices. This interface is used by the management server and third-party
applications to gather more detailed information than that is provided by DIAL.

DPIs on the management server use RMI to access the SCSI Gateway component
on the SAN host which issues remote commands to SCSI devices.
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Device Interface Abstraction Layer (DIAL)

The DIAL component gathers device identification information. Specifically,
DIAL does in-band, fibre channel and SCSI discovery. Its purpose is to discover
device LUN paths, HBAs, and get up/down status for device LUN paths. It is
installed on each SAN host and each platform has its own version.The
management server uses XML over RMI to communicate with DIAL.One of
DIAL’s key features is the persistent database. When the management server is
rebooted, DIAL checks against its database to see if there have been any changes
but it doesn't go through the entire discovery process again.

DIAL discovery process

Rev. 3.43

The DIAL discovery process is made up of four steps:

1.

DIAL gathers a list of attached devices. The method for determining attached
devices is OS dependent.

° HP-UX: ioscan -kFn is used to determine the attached devices

e  Solaris 2.6: A combination of system commands and system files are
used to determine what devices are attached. These include: prtconf
and /etc/name to major /etc/path to inst.

e  Solaris 7 and above: A system provided API (libdevinfo) is used to walk
down the I/O nodes and identify attached devices.

e  Linux: A custom shared library (libuser.so) that provides an interface to
the SCSI layers within the Linux kernel is used to determine which
devices are attached.

e  AIX: The Online Device Manager (ODM) database is used to determine
attached devices.

e  Windows: A system provided API (QueryDosDevice) is used to list the
HBAs. The HBAs are then queried for the devices attached.

e  Tru64: A system provided API called the Kernel Set Manager (KSM)
API is used to browse through and identify the attached devices.

DIAL uses an in-band pass thru mechanism to send information gathering
commands to each device. Commands issued include:

e  Standard Inquiry, Page 0x80 Inquiry (serial number)
e  Page 0x83 Inquiry (device identification)
e  Read Capacity (size/capacity of disk/direct access devices)

After all LUN paths are determined, DIAL retrieves the status of each LUN
path by issuing a Standard Inquiry command.

All of the obtained information (discovery, device information, and status) is
stored in the DIAL persistent database.
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DIAL processes and services

On Unix SAN hosts, the DIAL discovery process (all four steps) runs in a single
process called diald.

On Windows SAN hosts, it runs as service called opendial.exe. When the service
is started or stopped, the corresponding diald process starts or stops as well. The
opendial.exe service also monitors diald to ensure the process is running and
healthy. If not, it will restart diald.

On Unix SAN hosts, there is a similar service called hostwatchdog.

DIAL timing and CPU usage

By default, DIAL discovery is initiated every 19 minutes. By default, status is
obtained every seven minutes.

Both poll intervals are configurable and are located in config/dial.cfg.

The diald process has a very minor impact (usually below 1% CPU usage during
idle periods and 2-3% during discovery/status).

CLUI Server

The CLUI Server also resides on the SAN host. Its purpose is to allow remote
execution of command lines.
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Storage Node Manager components
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CLUI Server
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OV SAM Bridge

With the exception of the GUI panels, all of the Storage Node Manager JCore
components reside on the management server. They include:

m  Event Status Poller (ESP)
m  SNMP Trap Processor (STP)

Event Status Poller (ESP)

ESP provides two main functions:

m [t uses the device interface of each discovered storage network device’s DPI
to poll periodically for the device’s status. This provides a centralized, host-
independent method of gathering this information. The status value returned
can have six different values, reflecting six levels of concern about the health
of the device

m [t uses the events interface of each discovered storage network device’s DPI
to poll periodically for any “events” that have occurred recently on the
devices. This polling is necessary because many storage network devices
have no asynchronous method (for example, sending SNMP traps) of
communicating events to Storage Area Manager.
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SNMP Trap Processor (STP)

3-14

The STP component registers for, and receives asynchronous events from SNMP-
managed devices in the form of SNMP traps. It uses the SumpEvents interface of
the DPI to improve the readability of the event text. When an SNMP trap is
received from a device, STP calls a method in the interface to get user-friendly text
describing the event that occurred. It then passes this information as a storage
event to the Core Services EAR component, which stores it in the database, and
optionally invokes a user-configured action (for example, sending an email).

The STP component attempts to place the IP address of the management server
into each device’s list of addresses which traps should be sent. Since there is no
standard SNMP MIB that provides this functionality, this is only possible with
devices that have DPIs, and some of these devices do not support the setting of this
information via SNMP. Therefore, some SNMP-managed devices will require the
user to manually configure the address of the management server, and they may
require manual setting of other properties such as enabling SNMP trap sending, or
setting the severity level of problems that will be reported via SNMP traps.
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DPIs

DPIs are comprised of three components:

m  Property File: A property file is a plain text file associated with a specific
device. Its required values that enable Storage Area Manager to recognize
devices, place them in the directory tree, and display icons. Optional values
allow Storage Area Manager to display an image of the device, to launch a
device management application, and to access a DPI Core Class.

s Discovery Code: Discovery code tells Storage Area Manager how to
uniquely recognize a device. The discovery code may either be standard or be
an optional custom Discovery Class.

s DPI Core Class: The DPI Core Class defines the level of information
Storage Area Manager can provide about a device. The information available
is device dependent and may included detailed events, performance and
capacity information.

Integrating new devices between releases

Rev. 3.43

Hewlett-Packard creates new DPIs on an on-going basis. To add support for
devices after initial product installation, download DPIs from the HP Openview
DPI website at http://openview.hp.com/products/sam/index.asp.

Additionally, customers and external vendors can create DPIs to fit their
immediate needs by using the Storage Area Manager Software Developer’s Kit
(SDK). Download the SDK from
http://www.openview.hp.com/partners/developers/General HTML-218.asp.

Customers and external vendors work closely with Hewlett-Packard in creating a
DPI. Once the DPI is created and approved by Hewlett-Packard, it is posted on the
HP OpenvView DPI website.
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Example property file

3-16

& Hp_xP512.def - Notepad =10l %] |

File Edit Format Help
W HP_xP512.def Device
*

Identification/
Mame: HP Surestore Disk Array =xP512

version: 03.00.4 Management

PartMumber: =p/512 .
FamiTy: storage Propertles

Type: Diskarray

AN N N RN

Icon: fodiskarray
wendar : Hewlett-Packard
Picture: xp5l2.jpg

# Device Management
onManage : ¥browser %home/devices /properties HP_=p512.htm]
ConManageMamea: ®P512 Release Notes

v |# Discover

scsiMmodelDiscoveryclass: HP_=p512
snmpModeTbiscovery: .1.3.6,1.4,1,116.3.11.4.1.1 F
snmpModeTbiscoveryclass: HP_=p512 DISCOVGI'y

serialnumberThroughsnmp: true H
pelayrefreshafterBoot: a0 Propertles

# STatus |
Target: SHNMP | %1 p_address | ¥serial_nao|%read_comm| %wr

peviceClass: com. hp.dpi.xpil2. Cxp512
performanceclass: com.hp.sanmgr.pm. beans. xpPerformance DPI Core Class

Properties

[

v’ = Required
values

The property file is a plain-text file that contains three distinct sections:
Identification/Management, Discovery, and Status.

Required values enable Storage Area Manager to identify detected devices, to
place them in the proper branch of the directory tree, and to display representative
icons. Optional values allow Storage Area Manager to display an image of the
device, to launch a device management application, to instantiate custom DPI and
discovery classes, and more.

The Identification/Management section is a required section. It contains property-
value pairs that characterize a device model; for example, a Brocade 2800 switch,
StorageTek 20/700 tape library, or HP FC60 SureStore Disk Array. Additionally,
identifies any device-specific applications that can be launched from the Storage
Area Manager GUI. For example, device management applications and device-
specific release notes, and so on.

The Discovery section is a required section. It is used by Storage Area Manager to
determine how the device is discovered and uniquely identified. The format is
<DiscoveryType>: <Vendor ID>, where Discovery Type is either a standard
discovery method or an optional custom discovery class.
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There are two standard discovery methods:

m  ScsiModelDiscovery — standard SCSI based discovery provided by Storage
Area Manager

»  SnmpModelDiscovery — standard SNMP based discovery provided by
Storage Area Manager

When using optional custom discovery classes, the property file references the
following keywords and provides the name of the custom discovery class.

m  ScsiModelDiscoveryClass
s SnmpModelDiscoveryClass
The custom discovery class itself must also be provided.

The Status section is an optional section. It is used to tell Storage Area Manager
where the DPI Core class resides. The DPI Core Class an executable .jar file that
contains information regarding how to access device-specific information.
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Location of property files

3-18

(- EESSSS— -loix
J File Edt ‘iew Favortes Tools  Help |
J ‘HBack + = - | Qisearch [ Folders ¢ #History ‘ P S | -
J Address ID Ci\Program FilesiHewlett-Packardisanmgrimanas=c=2 Lo dooiooe -1 Se |
= & properties —|ol x|
X - £
ﬁ -‘ &ame J File Edit “iew Favorites Tools Help ‘
|- classes =
& et J “ABack » = - | @search [ Folders  CHistory ‘ o xm | E-
i iceobi ress |1 Cr\Program Files|\Hewlett-Packardsanmgrimanagementserver| devicesiproperties = o
evices deviceobjects Add ] L L kard d Gl
O =1 _Mame ¢ | size | Type | Modifii ~
Select an item ta view its description. [ licons LD L @ANCOR B 1EHA def 2KE notepad.exe 10j25,
See also! IMA0ES e @ANCOR;ES.deF 2KB notepad.exe 10§25,
M Diocuments [ properties properties [2] Er_12000.def ZKB notepad.exe 1025,
[ty Lrocuments Lo
Wiy Nebwork Places |_Isancoord 2] Er_z00.def 2KB notepad.exe 10425,
[Ty MEDwWOrE Places . .
devices.properties | Select an item to view its description. @ BR_220.def 2KB notepad.exe 10f2s,
U Computer — [2]R_z+400,def 2K notepad.exe 10/25,
" Doculments @ BR_2800,def 2KB notepad.exe 10025,
My Network Places @ BR_3200.def 2KB notepad.exe 10/25,
Ly Debwork, Flaces
Wiy Computer @BR}SDD.EIEF 2ZKB notepad.exe 10425,
Q EBR__DEYICE epdf 1kB EPDF File 10125,
@ Chapatral.def 2KB notepad.exe 10/25,
@ COMPACG_B2000.def 1kE notepad.exe 10425,
@ COMPAG_B3000,def 1KB notepad.exe 10025,
@ COMPAG_E7000.def 1KB notepad.exe 1025,
@ COMPAG_HSE60.def 1KB notepad.exe 10425,
@ COMPAG_HSGE0,def 1KE notepad.exe 10425,
@ Compaq_HSY110.def 2KB notepad.exe 1025,
@ COMPAC_HSZE0.def 1KB notepad.exe 10425,
@ iZompagHsgDPI_relnotes, hbml &6KB HTML Document 10425,
@ CR_4450.def 1KB notepad.exe 10/25,
@ EMC_3330.def 3KB notepad.exe 10725,
4 I @EMC}‘?SU‘def 3KB notepad.exe 10f25,
i gorcosesd e es 0,
4 | »
159 object(s) 294 KB = My Computer 4

All device specific files are located on the management server
sanmgr\managementserver\devices\properties directory.

Additionally, if a device has associated release notes, a corresponding .html file
will also reside in the properties directory.

-

Important

Device-specific release notes are available for those devices that have any
special circumstances. To view release notes, right-click the device, either in

the tree or the map, and select devicename Release Notes.
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Location of DPIs (Core DPI Java Archive files)

L=
J Fil=  Edit Wiew Faworites Tools  Help ﬁ
J i~ Back » = - | @Search L Folders ®Hist0ry | FERL PR o) | -
Jnddress I[:I C:\Program FilesiHewlett-Packard\sanmgrimanagementserverdevices j @Go
—1 . Name + | Size | Type | Modified
ﬁ L Cclasses File Folder 11/15/2002 7::
e [dlient File: Folder 11/15/2002 7::
devices (] deviceobjects File Folder 111152002 71
ca dpi File Folder 11/15/2002 7::
Select an item to view its description,  |__licons File Folder 111152002 71
ca images File Folder 11/15/2002 7::
See also: ) )
= properties File Folder 111152002 71
My Docurments .
[_Jsancoord File Folder 9162002 3:27
Lelibe . devi ki 26 KB PROPERTIES Fil 11/15/2002 7:;
Wiy Computer evices, properties ile ]
al ] ©
|9 object(s) |25.2 KE |E Iy Computer Az

DPIs are stored on management server in two directories:
m  \sanmgr\devices\dpi
m  \sanmgr\devices\deviceobjects

DPIs for all devices supported by Storage Optimizer reside in the dpi directory; all
others are placed in the deviceobjects directory.
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Device discovery and topology process

Locates IP Address from SNMP Range H

Sends back System Object ID

(2) In-band Discovery

Device Path

Standard SCSI Inquiry —

SAN Host

r Vendor-product ID

Match

Vendor-product ID Property
File

(Discovery Properties)
|

.

Request
DIAL
(diald)
SCSI
atewa
/N

SNMP Device Y11=}

SNMP

scsi
Inquiry

scsi

Status/Topology
DPI

Mode
Pages

SCSI/FC

Device

Core
Updates Topology

MiB

Class
Map

Database Saves in DB

Contents

\ - ——
Management Server /

The components involved in the Device Discovery and Topology process reside on
both the management server and the SAN hosts. They include: DDT, DIAL and
the SCSI Gateway. All three components use information contained in the DPI

associated with each device.
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Discovery step 1

Management Server \

( OutorEand
System
Object ID
Y- LAN <
Harduaro Pt In-Band
FC/SCSI SCSIFC
\ ) (diald) Device
SAN Host

Step 1 of the device discovery process is performed by the DDT component that
resides on the management server and the DIAL component that resides on each
SAN host.OV SAM discovers devices on the storage network by (1) pinging the
network for a user-specified range of IP addresses (out-of-band discovery), and (2)
sending SCSI Standard Inquiry commands through all hosts with deployed Host
Agent software (in-band discovery).

Out-of-band devices

This process discovers any IP-based storage elements, such as infrastructure
devices and some storage devices that support SNMP communication. For this
process, the user specifies an IP address or range of IP addresses in the GUI. For
each IP address, an attempt is made to connect to the device, and if the connection
is successful, the address is added to a list of “alive” devices. Further information
is gathered, such as sysobjetid, from each alive device to enable a more detailed
identification later.

In-band devices

DIAL, which is provided for free on the product CD, is used by Storage Area
Manager to gather device identification information. Specifically, DIAL does In-
band, Fibre channel and SCSI discovery. Its purpose is to discover device LUN
paths, HBAs, and get up/down status for device LUN paths. It is installed on each
SAN host and each platform has its own version.The management server uses
XML over RMI to communicate with DIAL.
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Discovery step 2

f Management\

Server

Hardware path
or
System Object ID

Found
match

Property
File

(Discovery Properties)

DPI
Class

\_ -/

In Step 2 of the Discovery process DDT scans all property files located on the
management server attempting to find matches with the devices it knows about.
Finding a match identifies the model of the device. If a match is found, DDT
generates a identifier for the device. By default, this is done using the IP address of
an SNMP device and a concatenation of the vendor-product ID and the serial
number of a SCSI device. If a custom discovery class exists, this default unique ID
may be overridden.
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Discovery step 3

Rev. 3.43

SNMP Device 1=}
SAN Host T

SNMP
Request

SCsl
( m N

Property | :gfr'y
Device File SCSIIFC
Status & (Discovery Properties) | Device
Topology DPI

Class [t o —

Pages

Basic Interface
Event Interface |/ mIB

| LUN Interface \ Contents
Database Ports Interface

\ Perf Interface
Management Server —/

The key components involved in the final step of the discovery process are DDT
and the SCSI Gateway. DDT uses the DPI information to determine how to
communicate with the device on a more detailed level. For example, the DPI holds
the MIB formatting information for SNMP based devices and proprietary SCSI
page information for Fibre channel/SCSI devices.

The SCSI Gateway component provides an API that allows permitted host systems
to send SCSI inquiry commands to, and receive data from, any of the discovered
storage devices. This interface is used by the management server to gather more
detailed information than that is provided by DIAL. (DIAL provides identification
and up/down status only.)

DDT uses RMI to access the SCSI Gateway component on the SAN host which
issues remote proprietary SCSI commands to the attached devices. The detailed
device information collected in this step depends on the interfaces implemented in
the DPI for the device. For example:

m  Basic Interface: Reports Status
n Event Interface: Generates events if the device becomes unreachable

s  LUN Interface: Provides mapping between HostLUN and internal name of
the storage device

m  Ports Interface: Identifies the ports on the device

m  Performance Interface: Provides Optimizer performance data
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The event and status process

Management Server
LIS MIB |

I\
ESP SAN Host
SNMP

Polling cycle Request
DIAL
SCSI
VEmail Gatewa

v'OV SAM Trap
v'Run Command scsi S
H Inquiry
| SCSI/FC

Uses DPI to determine
method for obtaining status

Device

= Store event scsl
= Check to see if trigger - Mode

defined? DPI Pages
Convert trap 9 Class

into readable I miB
Contents

text /
Asynchronous SNMP Traps

Storage Node Manager polls the storage network at defined intervals and reports
any status changes that are found at both the link level and the device level.

SNMP
Trap
Processor

The same “pipe-line” is used in obtaining this link and device status that is used in
the discovery process. The only difference is that it is initiated by the Storage
Node Manager ESP component. The other component involved in event
processing is the Core Services EAR.

ESP is made up of two sub-components: the Status Poller and the Event Poller.
The Status Poller runs every 10 minutes by default, and uses the DPI to obtain the
method for collecting status:

m  In-band status is obtained using the SCSI Gateway

s Out-of-band status is obtained asynchronously using SNMP Traps or using
the MIB contents

The Event Poller retrieves device events and passes them to the EAR. The EAR
checks to see if an event trigger that matches the incoming event has been defined.
If it has, the EAR executes the association action.
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Management server services

%y Services

J Action  Yiew |J = = |

||I§|J b u Il m

=100

Tree I
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%Clipﬁook Supports ClipBook ¥, .. Manual Local3ystem
%COM+ Event System Provides automatic ... Started Manual Local3ystem
%Computer Browser IMaintains an up-to-...  Skarted Aukamatic Local3vsten
%Cnnnected Launcher Started Aukomatic Localsystem =
%DefWatch Started Aukomatic LocalSystem
%DHCP Client Manages nekwark.c...  Started Automatic Local3vstemn
%Distributed Link Tracking Client Sends notifications ... Started Aukomnatic LocalSwystem
%Distributed Transaction Coordinakor Coordinates transa... Manual LocalSwystem
%DNS Client Resolves and cache,..  Started Aukomatic LocalSwstem
%Event Log Logs event messag...  Started Aukomatic LocalSwstem

Fa Service Helns vou send and [an 1Al | nralsysten
%HP Openifiew SAM Bridge Enables Storage Ar...  Started Aukomatic LocalSwstem
%HP Openiiew SAM Embedded DB Skarted Manual LocalSystem
%HP Opentiew SAM ManagementServer  Manages and monit,,,  Started Aukomatic LocalSystem
mg SEFVICE THarial Localzystem
%Intel File: Transfer Started Aukomatic LocalSystem
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88 Internet Connection Sharing Provides network a... IManual Local5ystem LI

Three services run on the management server on an on-going basis:

m  Bridge — a web server application that allows other applications access to
Storage Area Manager’s functionality. This access enables Storage Area
Manager tight integration with other HP OpenView enterprise applications.
The Bridge is also able to consolidate information from multiple management
servers for use by the application integrating with the Bridge. The Storage

Area Manager Bridge is automatically installed and started during

installation.
= Embedded DB — controls SOLID database used for the Storage Area
Manager repository.

m  ManagementServer — provides a bulk of Storage Area Manager

functionality (discovery, event management, and so on)
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Host Agent processes

R
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End Process

Processes: 46 CPU Usage: 10%

Mem Usage: S82684K [ 953228K  »

Several processes/services run on each SAN host. The process/services are

operating system dependent and are responsible primarily for in-band device
communication using the DIAL component.

The processes/services that run on Windows SAN hosts include:

m  HostAgent.exe

n diald.exe

s Opendial.exe

s HAJavaWrapper.exe

The processes that run on Unix SAN hosts include:

m  HATrigger start/stop

m  Diald

s  Hostwatchdog
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Directories and content

The following directories reside on the management server in the
\sanmgr\managementserver directory:

Management server directories and content

Directory Contains

\apps Information needed for launching other applications from the
GUI

\config Configuration files for each Storage Area Manager software
component. Also, authorizedclients.dat

\data Data stored by other components such as Storage Builder

\db SOLID database and event database

\depots OS-specific files required for Host Agent software deployment

\sanmgr\devices Property and class files for devices supported at this release.
May also include 3™ party files via SDK

\doc Documentation

\events User-defined event action Java files

\help Online help files

\lib Java jar files

\logs Log files for each of Storage Area Manager components

\newconfig Default configuration files

\sbin Support commands

\solid SOLID database executable

\webroot Data used by the web server

The following directories reside on the management client in the \sanmgr\client

directory:

Management client directories and content

Directory Contains

\bin Internal product commands

\config Management client configuration files
\doc Documentation

\help Online help files

\lib Java jar files

\logs Management client log files

\sbin Support commands
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The following directories reside on Windows SAN hosts in the \sanmgr\hostagent

directory:

Windows SAN host directories and content

Directory Contains

\config Configuration files including access.dat which lists the
management server authorized for communication

\data path.xml

\hostagent\log\ dialog.log

dialevents.log
HostAgent.log

The following directories reside on Unix and Linux SAN hosts:

Unix and Linux SAN host directories and content

Directory

Contains

lopt/sanmgr/hostagent/

Configuration files including access.dat which lists the
management server authorized for communication

Ivar/opt/sanmgr/hostagent/dial
/data

path.xml

Ivar/opt/sanmgr/hostagent/dial
/log

dialevents.log
dialog.log

Ivar/opt/hostagent/log

HostAgent.log
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Learning check

1. Match the Storage Area Manager component with its description.

a.

s

AA Server
Bridge

DDT

DIAL

EAR

SNIA HBA Gateway

HTTP Server

Repository Server

Receives and processes events

Basic web server that allows
access to the GUI download page

Key host agent component that
does in-band, Fibre channel and
SCSI discovery

The database management
component

Host Agent component that that
gathers Port and Node WWN
information, as well as provides a
way to send SNIA pass-thru
commands

Management server component
that handles discovery and
figuring out the topology

Controls security; keeps track of
all users and permissions

A web server application that
allows other applications access
to Storage Area Manager’s
functionality. This access enables
Storage Area Manager tight
integration with other HP
OpenView enterprise applications

2. What is the primary method Storage Are Manager uses to discover SAN
hosts?
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3. The three major technologies used in the Storage Area Manager framework
are

a. RMI, SNMP, DIAL
b.  Phluid, Jcore, Clay
c. Clay, RMI, SNIA
d. Jcore, DDT, SNIA

4. Which of the following is NOT true regarding DPIs?

a. They are device-specific plug-in components that enable Storage Area
Manager to obtain detailed information.

b.  They are used to discover SAN hosts using multicast.

c. DPIs for newly supported devices can be integrated after initial
installation.

d.  The are comprised of the following three components: property file,
discovery code, DPI Core class.

5. Atahigh-level, describe the discovery process.
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Event management
Module 4

Objectives
After completing this module, you should be able to:

Rev. 3.43

Sort and filter events.

Recognize event categories.

Recognize severity levels and their corresponding impacts.
Delete events manually.

Configure Storage Area Manager to delete events automatically.
Export events.

Configure event triggers and actions.
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Viewing events
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By default, Storage Area Manager sorts events by severity level (highest level
first). However, you can sort the table by any column, in ascending or descending

order.

The event toolbar is located at the top of the event panel. It contains icons that
enable additional event management tasks.

The following table lists each toolbar icon and its function:

Event toolbar functions

Icon Function

Adds, modifies, or deletes event filters.

Acknowledges selected events, all events in event panel, or all events in database.

Exports selected events, all events in event panel, or all events in database to a .txt,
.csv, or .xml file.

Deletes selected events, all events in event panel, or all events in database.

/% W8

Displays details of selected event.

2

Adds, modifies, or deletes event triggers.

4

Displays the event legend.
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Categories and event types

Rev. 3.43

-Iolx]
File ‘“iew Tools Help

GO AGNSE DS HETR

[E'_4 DEFALLT_DOMAIN i Hosts ?

ﬁ Storage Metworks

(=l
_:d Interconnect Devices
4:5" EBridges
_é Storage Devices
_é MAS Devices
_é Unknown Devices
E Organizations
Managed Applications

Showy Organization:

List | Mode Manager I Capacity I LUN Utilizationl Performance I Accounting I LUN Allocationl

Select ... |

= Configure... |

Host #

Organization... 05

Serial Mumber IP Address |

HPLIX

1Eh A

SAN Manage. .

Santa Barbara

]y (mTly (g (] (]

SUN Solaris

[

Trugd

fld

Wincows

Resources I Applicationsl

% 4

Storage Events  Event Filter [None -] e % X RS PR

Total Events: 707 Dizplayed Events

Ackhowvled... Severity Occurred Source & I Category Evert Type I Meszay
O Warning Mary 20, 2003 3:01:07 &AM PDT SE4Ectt! fPerformance  [THRESHOLD_ALERT Nopper tr= |
_\. Warning hizy 20, 2003 3:01:06 AW PDT SE4Bott IPerformance THRESHOLD_ALERT |Upper ﬂ’_l

L\. flinar hay 20, 2003 2:25:40 AM PDT S64Bott IPassphraseC... Bad Pazzsphraze Wirong

A flinar hay 20, 2003 2:25:40 AWM PDT S64Bott IPaSSphraseC... Bad Passphrase Wirong
<| WWarnin May 20 2005 2107 A F‘F)TI SR4Fntt IPﬁrfnrmﬁnr:ﬁ THRFSHOI N Al FRT | nweit'LI
@| Discovery Off

Storage Area Manager defines all events within a category. Event categories
describe which area of Storage Area Manager communicated the event message.
Specific events are defined within the following event categories:

Discovery
Database

Framework

Event management

Model
Passphrase cache
Device

Capacity

Performance

Storage accountant

Allocater

Event categories are used extensively with event triggers.
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Acknowledging events
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Storage Area Manager's event management system enables you to acknowledge
events that appear in the event panel or are stored in the database. For example, if
an event has been assigned to a storage administrator, you can mark the event as
“acknowledged”.

Note

Storage Area Manager may have additional events stored in its database that

are not displayed in the event panel. For example, if you apply an event filter
to the event panel, then only events meeting the filter's criteria display in the

event panel.
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Recognizing event severity
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Storage Area Manager defines all events with a severity level. Severity levels do
not necessarily correspond to the status of the device displayed in the Source
column of the Event panel. The severity level is static for the event at the time it
occurred. Device status is dynamic and displays the current status of the device
listed in the Event panel.

Event severity levels

Severity Level

Impact

Information

An event has occurred that is expected as part of the normal operation
of the hardware. No action is required.

Warning

A difficulty has been detected that should be corrected. Normal use of
the hardware is not affected and escalation to a more severe condition
is not likely to occur.

Minor

A potential or impending problem may affect service. Normal use of the
hardware is not likely to be impeded, and repair can be scheduled for a
convenient time.

Major

Action is required very soon to avoid data loss, system downtime, or
other loss of service. It does not imply that any of these conditions has
already occurred. Normal use of the hardware may be impeded and
repair should occur as soon as possible.

Critical

Immediate action is required to avoid data loss, system downtime, or
other loss of service. It could also mean that data loss or loss of service
has already occurred. Normal use of the hardware cannot, or should
not, continue.
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Viewing event details
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Event details are available for each event displayed in the Event panel.

These details include all of the information available in the Event panel in an easy-
to-read format. If the event was acknowledged, the user who acknowledged it, as
well as the date and time the event was acknowledged, displays.
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Exporting events
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Storage Area Manager's event management system enables you to export events
that appear in the Event panel or are stored in the database. Export events to a .txt,
.csv, or .xml file. For example, export events for record-keeping purposes before
deleting them from the event panel.

Note

Storage Area Manager may have additional events stored in its database that
do not display in the Event panel. For example, if you apply an event filter to
the Event panel, only events meeting the filter's criteria display.
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Deleting events manually

JR1=TE]
File “iew Tools Help
G G0 & e S E| 5 0 DS 42 Delete Events

4 DEFALILT_DOMAIN 88 Storage Network
Storage Ne 5 orage Hebvorks elete Events

Map List | Mode Managerl

%orage Metwark ¢ #of Hosts &+ Those selacted in the Event Yiewer
~ . FC Direct Attac
Storage Devices . "
ﬁ MAS gems 5 5AN-1 " All Events in the Event Viewer
£ 5AN-2

[ Unknown Devices )
- 5 Organizations % gmj " All Events in the Database

EET
) 5CSI Direct Att

O I Cancell Help |

ResourcesIADmicatiDnSI T

Storage Events Event Filter Ilnclude P R @y P Total Events: 377 Displayed Events: 377
Ack Severity © Qceourred Source Categary Event Type Message
(X [ Crifical ! 0111 W PD The measurement us &
My 01 11: M POT The m rement us

Navember 16, 2001 10812 Device [T 1T FLIARIAER £ 11 il e L ides *

May 30,2001 8:16:39 PMPDT | & HP FC... |Device Mark Selected Event(s) Acknowledged
1 Minor Way 30, 2001 8:26:38 PMPDT | &I HP FC... |Device
&% Minar May 30, 2001 5:26:38 PM PDT |89 HPIOL.. |Device Glear Selected Event Acknowledgement
1 Minor May 30, 2001 82639 PM PDT HFIQL  [Device ; o
1] -
@| Yiew Event etails

Configure Event Triggers

Events are saved in the Storage Area Manager database and contribute

significantly to the growing size of the database. To manage the number of events

in the Event panel and the size of the database, delete events on a regular basis.

Delete events manually by clicking the Event icon, or right-clicking on one or

more events in Event view panel and selecting Delete Selected Event(s). You can

also configure Storage Area Manager to automatically delete events based on
criteria you set.

Consider the following when deleting events:

m  Current device status — If a device has returned to “normal” status,
consider deleting the series of events that identified its previous status

= Event status — Once the issue that caused the event has been resolved,
consider deleting the event

s Event severity — consider reviewing and deleting events with low severity

levels (for example, "Information" events)

Caution
You cannot restore an event after you have deleted it from the Event panel.
Consider exporting events before deleting them.
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Automatic event deletion — hourly cleanup
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@\ Configuration
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& Storage Domain
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SRR Discovery Ranges
@ Storage Domain
& Timeauts
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= & Oracle
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& Client
& Server
I— % Performance Charts
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— & Largest N-Directories
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-4 Scheduling
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[+ Capacity
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=]

o Titniirgy
¢ Triggers @Cunﬁguratiun
EEE ] Managed L
l—@ Oracle H;@ Contacts % Events: Hourly Cleanup
—- 4 Mamage Ho: | -4 Discovery
< Client € Additional SAN Hosts Evert Threshoi] Selection Fules
& Server & Proy Devices - Hourly Evenit Selection Rules for Deletion

Acknowle | Severity

‘ Category | Event Type | Source T

Source A

Default = No Selection Rules

acd |

Remove |

Remove Il |

Q<

cancel |

Apply | pei |

You can define rules that Storage Area Manager uses to automatically delete
events on an hourly basis. You can also define multiple event deletion rules.

For example, define a rule to automatically delete all Informational events that are
60 days or older. Define a second rule to automatically delete all “acknowledged”

events. If an event matches the criteria of either rule, it will be deleted during the
next event cleanup cycle.



HP OpenView Storage Area Manager Fundamentals

The event cleanup process consists of two phases. If the number of events stored in
the database exceeds the maximum number of events threshold, phase 1 is
initiated. In this phase, events are automatically deleted based on the criteria set on
the Selection Rules tab. If the number of events stored in the database continues to
exceed the threshold after phase 1 is complete, then phase 2 is initiated. In this
phase, the oldest events are automatically deleted until the maximum event
threshold is met.

Note

You cannot restore events after they have been deleted. Consider exporting
events at regular intervals for record-keeping purposes.

f WARNING
By default, there are no rows in the selection rule table. If there is an empty
row created, all events will be deleted every hour.
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Event timing
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I’E‘ Configuration

£ Cortacts

J—]_— 4] Discovery
& Addtional SAN Hosts
@ Procxy Devices
£ SNMP Discovery Ranges
4] Starage Domain
& Timeouts

S 4 Everts

& Hourly Cleanup

i [al=]

4] Trigoers

i: S Managed Applications Setup

- & Oracle
£ Marage Host Agent
& Cliert
& Server
— % Performance Charts
— % Performance Data Collection
= € Reports
[— < File-Details
— % Junk File
% Largest M-Directaries
@ Largest M-Files
@ Managed Applications
— £ Stale Files
E- € Scheduling
@ Capacity Collection
@ Capacity Summarization

E- € Thresholds & Slerts
4] Capacity
4] Managed Applications

@ Managed &pplication Collection
— % Performance Data Retertion
—$ Storage Accountant Biling Cycle

% Events: Timing

~Run Event and Status polling :

* Yes, poll for newy events and status changes

Mo, do not poll

~Palling interyal (HH:MK:SS)

Fo o oo

=]

oK |

Apply Heln |

Storage Area Manager queries the storage domain for new events and changes in
status of the storage resources managed within the storage domain. This query is
initiated at a preset interval. The default setting is every 10 minutes.

The Events: Timing window allows you to turn the events and status query on or

off, and modify the interval setting. It has the following options:

o -

Yes, poll for new events and status changes. Select this radio button to
enable Storage Area Manager to poll for new events and device and link
status changes at the preset interval.

No, do not poll. Select this option button to disable event and device and link
status polling. Any new events occurring in the storage domain or changes in
status do not display in Storage Area Manager.

HH:MM:SS. Enter the interval at which Storage Area Manager initiates the
event and status polling cycle.

Important

If a customer is planning on shutting down some hosts and switches for
maintenance, turn off the status/event polling before so that unnecessary events
do not indicate the hosts and devices are down. After the devices are back up,

turn polling back on.
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Event filters

4-12

x|
Name Fiter Type | Last Modified |
Accountant Factory Default April 22, 2003 9:54:49
Allocater Factory Default April 22,2003 9:54.49
Capacity Factory Default April 22,2003 9:54:49
5 = Capacity Collection Err... |User Created May 21, 2003 8:09:10 ..
Critical only Factory Default April 22,2003 9:54:48 ..
File ‘View Tools Help Database Factory Default April 22,2003 9:54:49 .
uuu Device Factory Default April 22, 2003 9:54:48 .
R | hEnNSE | & <3 i Discoveny Factory Default April 22, 2003 9:54:49 ...
2 Mot critical Factory Default April 22,2003 9:54:48
B g;ULT‘DOMAIN PE tool not running User Created May 21,2003 8:12:38 ..
orage Metworks =
= Liz |Performance Factory Default April 22 2003 9:54:48
_:d Interconnect Devices
_:dEiridges iy
_:g Storage Devices Hos
_\QNAS Devices E
-\S Unknawn Devices E
@ Crganizations E
Managed Applications E
&) /N Add | [ open | Dek |
2 [amfeeereire |
e _Close | _ten_ |
Resources Applicaﬁonsl

S, 4

None

Storage Events Ewvent Filter INone vl (4]

-

B X B E PR

Total Events: 707 Displayed Events

Critical anhy
Database
WRFTIN b gice

SE4Bott1
oy Biott1
56460t

Acknowled... Severity N Source Category Everit Type Meszag
A LAY PRTP— A0 POT SE4Boft1 |Performance  (THRESHOLD_ALERT Upper t}’;l

E% A Wi ring Capasity A0 POT SE4Boft1 |Performance  (THRESHOLD_ALERT Upper t+
ﬁ Mirnor Capacity Collection Erors A0 POT SE4Boft1 |PassphraseC.. |Bad Passphrasze Wirong |y

IF 0 Minor PassphraseC... Bad Passphra Wirang |

THRE: _ALERT
THRESHOLD_ALERT

— Performance
| [ Warninq'—[ﬂu‘l_y @m‘n’r‘nf TOTTT d POT | =7 SE4Bott1 [Performance |[THRESHOLD ALERT [Lowver 11
a4 »
@| | Discovery Off

Default filters listed here

Events are sent to the Event view panel through the StoreAction trigger. As this
trigger is read only, use the event filter feature to customize which events display

in the Event panel.
Default filters include:
m  Accountant

m  Allocater

m  Capacity

m  Critical only

m  Database

m  Device

s Discovery

Note

By default, Storage Accountant-related events are logged to a separate Storage
Accountant event viewer.

Rev. 3.43



Event managem

ent

Adding new event filters
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|

x|
Mame Filter Type Last Modified
Accountant Factary Default ThuJun1313:12:07 PDT 2002
Allocater Factary Default ThuJun 1313:12:07 PDT 2002
Capacity Factary Default ThuJun 1313:12:07 PDT 2002
Critical anly Factory Default Thu Jun 1313:12:07 PDT 2002
Diatabase Factory Default Thu Jun1313:12:07 PDT 2002
Device Factory Default ThuJun1313:12:07 PDT 2002
Discovery Factory Default ThuJun1313:12:07 PDT 2002
Mot critical Factory Default ThuJun1313:12:07 PDT 2002
Ferformance Factory Default ThuJun 1313:12.07 PDT 2002
add | ooen | pelete |
Apnly Selected Filter | Close | Help |
A Filter Editor
Mame |Usercapac|wThreshold
Acknaw\edgememl Severity | Tirme | Category | Event Type | Source Type | Source |
|Critical | |Capacity |USER_THRESH... | |

This example shows a user-defined filter that

will show all Capacity Events that have a

User Threshold of Critical

Add | Remaove I

Remave Al |

QK | cancel Help

By default, Storage Area Manager displays all events. Select one of the default
filters or create filters to only display events that meet specified criteria.

For example, create an event filter that only displays critical events for a particular

device.

Criteria includes:

m  Acknowledgement state

m  Event severity

m  Time
m  Category
s Type

m  Source Type

n Source

4-—
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Event triggers and actions

4-14

Action
Parameters

-

Event
Data

Event triggers enable you to assign actions to events that meet criteria you specify.
Triggers listen for events and perform a specified action when the event occurs.

The trigger configures the parameters of the action. Actions are available tasks that
can be performed.

Storage Area Manager includes several default event triggers. Each trigger sends
events to the Event View panel. Default triggers cannot be modified or deleted, but
they may be disabled.

Create additional event triggers appropriate for the specific environment.

File View Tools

G d @

[E- 4 KINGY&LE

+ _[‘Ej Hosts

Kl

=10l x|

Resources I Applicaﬁonsl

S,

ﬁ:{l Configuration - Events: Triggers il
Matme 4 Categary Threshold Action Read-Only Enabiled |
paceslert Databaze Informational  [Storedction  frue r
Storefccou... [Accourtart  (Informational  [Storedction [falze [
Storesllocat... |Allocater Informational  |Storedction true [l
StoreCapact... (Capacity Infarmational  [Storefction frue [
StoreDevice... Device Informational  |Storedction [false [ % ’ ﬁ% % :
StoreEvertM... [EventManag... (Informational  |Storedction true r
StoreManag... Managedip.. (Informational  |Storefction frue [
StoremodelE. .. Model Informational  |Storefction frue [l “
StorePassph.. Passphrase... (nformational  |Storedction true [ —
StorePerfor... |Performance  (Informational  |[Storedction frue [
Acidl | Jpen | Delete |
ok | cancel | ooy | Hew | |
S | —— i b
[T »

Storage Events Event Filter [None

;' ' A’% % % %@c L] Total Events: 710 Disg

Acknowled... © | Severity Occurred Source Categaory Event Type
J Warnhing hsy 20, 2003 2:00:54 At POT SE4Baottd |Performance  |[THRESHOLD _ALERT :I
_\, Waarning May 20, 2003 2:00:34 A6 POT SE4Bottd [Performance  [THRESHOLD_ALERT —
A WWErnitig May 20, 2003 2:00:34 &0 POT SE4Bottd [Performance  [THRESHOLD_&LERT -
- S o s e T e "_>I_I
= | | 8 piscovery off
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Creating event triggers

12 Add Trigger x|

Mame |NewTrigger1

~Ewvent Configuration

Category IAccountant 'I
Threshold IINFORMATIONAL 'l

Events
[ AGIMNG_DATA_FILES ﬁl
[ BILL_EXPORTED
& Cortacts [ BILL GEMERATED =
H—]_—@ Discovery

& Addtional S41
e Proxy Devices
£ SNMPDiscove  —Action Configuration

£ Storage Doms
Action IFUrwardTrapAction Yl

£ Tirmeouts
=+ € Events
4] Hourly Cleanu
£ Timing Parameter Walue
‘ (TE [k

iggers HOSTS

CICEr s
- Managed Applicat
E: o @ Oracle / \
- & Manage Host Age
& Client
& Server
— % Performance Char

_@ Performance Data —I
-4 Reparts Ttigger Constraints l_—lK
£ File-Detsils
£ Junk File
I Add I Opef | Delete |

e Largest M-Directaries -
4| | »
@| [ ok | Cancel| ARRIY | Help |

Cancel | Help |

To create an event trigger:

1.

Rev. 3.43

Click the Event Triggers button on the event toolbar, or select Triggers in the
Configuration window.

Click the Add button. The Add Trigger window displays.

Enter a name for this event trigger in the Name box. The trigger name may
not included white space characters, brackets ({,}), or periods.

Events are defined by their category (for example, Device), specific type (for
example, STATUS CHANGED EVENT), and severity level (for example,
WARNING). The action defined by this event trigger will initiate when all
event criteria are met.

Select the event category in the Category box.
Select the event severity in the Threshold box.

Events for this trigger include the selected severity and above. For example,
if you select “INFORMATIONAL?”, all event severities are included.
However, if you select “MAJOR”, only events with severity levels of Major
and Critical are included.
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10.

11.

Check the checkbox for each event you want to include in the Events box.

Available events depend on the Category selected. You can check more than
one event checkbox.

Select which action to initiate for this trigger in the Action box. The
parameters displayed in the table below the Action box are based on the
action you select. The StoreAction action does not have any parameters
associated with it.

Click the Value cell next to each Parameter, and enter the appropriate
information.

For example, if you selected ForwardTrapAction in the Action box, click the
cell next to HOSTS, and enter the IP address of the host to which you want to
forward events.

You can also enter event- and contact-related macros supplied with Storage
Area Manager in the Value box.

To add constraints to this event trigger, click the Trigger Constraints button.

Click the OK button to add the event trigger to the list and close the Add
Trigger window.

Click the OK button to save changes and close the Events: Trigger window.
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Trigger action constraints
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Example Shown:

Constraint 1 restricts POLLED_EVENTSs with severity
“Informational” for any storage device to not cause the trigger
action for a minimum count of 20 and a minimum period of 1
minute.

Constraint 2 restricts all events with “Warning” severity to a
minimum time period of 2 minutes.

“You can prevent the execution of this trigger by specifying constraint rules in the table below. These rules have two types of fields: fields that
specify storage events (Severity, Event Type, Source Type and Source), and fields that specify restrictions (Minimum Gaunt and Minimurm
Duration).

Constraint rules are processed in the order they are listed in the table, frorm top to bottorn. If 3 storage event matches the selection fields of
maore than one rule, only the restrictions of the first rule to be processed will take effect. You can change the order by selecting a constraint
and clicking the Up or Down buttons

Constraint Severity Event Type Source Type Source Minimurm Count  Minimurn Duratio...

1 Infarrmational |POLLED_EVENT _|Storage Device | |z0 |60 |
A 'Warning | | [ [ [120 J

Up Down Add Remave Remove All

Ok Cancel Help

HUST T

| Trigger Constraints | QK I Cancel Help

You can constrain an event trigger to prevent it from initiating based on certain
event criteria. You can also configure exceptions to the constraint based on count
and duration of the constraint.

For example, if you configure an event trigger for a source type of interconnect
devices, the trigger will initiate for all interconnect devices discovered. However,
if you do not want the trigger to act on events contributed by a particular
interconnect device (Device A), you could add a constraint.

Each row in the Trigger Constraints window represents a constraint to apply to the
event trigger. Each constraint is defined by a set of criteria. For a constraint to take
effect, the event that initiated the event trigger must meet all criteria set for the
constraint.

An event trigger can include more than one constraint. If so, the constraints are
applied in the order in which they are listed. For example, if an event meets the
criteria of two different constraints, the constraint that is listed first in the list is
applied first.

Caution

A If the first row (rule) in the table is blank and succeeding rows contain rule
criteria, this feature interprets the blank row as "always constraint this trigger"
and applies it as such. If the first row is blank and no other rows appear for this
constraint, then the trigger is not constrained.
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About SNMP traps
When forwarding SNMP traps, Storage Area Manager uses six different SNMP

4-18

trap enterprises, each with five specific trap types that correspond to event

severities. This allows the receiving applications to appropriately sort/filter the
incoming events based on the Storage Area Manager application sending the event
and the event severity. SNMP trap enterprises include

hpovsamGenericTrap
hpovsamDeviceTrap
hpovsamA ccountantTrap
hpovsamAllocaterTrap
hpovsamBuilderTrap

hpovsamOptimizerTrap

The Storage Area Manager MIB Names are

HPOVSam.mib (for NNM and other applications)
HPOVSam_IM.mib (for Compaq Insight Manager)
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Using contact information in triggers

#2) Configuration x|

Discove

& Additional SAM Hosts Specify a contact to edit or delete, or assign a new on-call contact.
& Prowy Devices
& SNMP Discovery Ranges Contact Information:

on-call | Contact |

Adrministrator
Stewe Hill

Licensing
Manage Host Agent
- € Client
e Gy Berver
£ Performance Charts
- £x Petformance Data Collection
= € Repors
&3 File-Details
& Junk File
€ Largest M-Directories
£ Largest M-Files
& Stale Files
= % Scheduling
e @ Capacity Collection
& Capacity Summarization
& Parformance Archiving
e £ Storage Accountant Billing Cycle =
;"I £ Thenchalde # Al = Add... Edit... | Delate |

" Add Contact Information il
iE] { Help

MName: (Reqguired) IAdministrator

Email Address: (Required) IAdmin@hp.com

Work Phane: (Required) [(316)555-5558|

Home Phone: |

Pager Mumher: |

Ok | Cancel

The Contacts feature provides a convenient place to store phone numbers, pager
numbers, email addresses, and other information about the administrators of the
storage network.

A checkmark in the On-Call cell indicates that the contact is designated as the on-
call contact. This contact can then be automatically notified by email when a
specific event occurs by creating an event trigger that specifies %contactEmail for
the TO/CC parameter.

Rev. 3.43 4-19



HP OpenView Storage Area Manager Fundamentals

Trigger macros
Storage Area Manager offers the following contact- and event-related macros for
use with event triggers.

Contact-related macros
These macros correspond to information entered for the "on-call" contact.

For SendMailAction, use the following macros as values for the SUBJECT or
BODY_ FILE parameters. For RunCommandAction, use the following macros as
values in the COMMAND parameter.

Contact-related macros

Macro Value

%contactName Corresponding information from “on-call” contact
%contactHomePhone

Y%contactWorkPhone

%contactPager

Y%contactFax

%contactEmail *

*can also be used for SendMailAction TO and CC parameters.

Event-related macros
These macros correspond to information saved in the event's record.

For SendMailAction, use the following macros as values for the SUBJECT or
BODY_FILE parameters. For RunCommandAction, use the following macros as
values in the COMMAND parameter.

Event-related macros

Macro Value

%date Date the event occurred

%category Event category

Yotext Event message

%code Numeric representation for a specific category
Y%severity Event severity
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Learning check

1. Event severity levels correspond directly to the status of the device displayed
in the Source column of the event panel.

O True
O False

2. Once deleted, events can be restored from the Configuration window for up

to 30 days.
O True
O False

3. Describe the purpose of event triggers.

4. By default, Storage Area Manager queries the storage domain for new events
and changes in status of the storage resources every:

a 30 seconds
b. 2 minutes
c. 10 minutes

d. 30 minutes

5. List the three file formats in which events can be exported.
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Device maps
Module 5

Objectives
After completing this module, you should be able to:

Rev. 3.43

Identify the two Storage Area Manager map modes.

Describe the purpose of the Un-Mapped Devices node bank.

List the Storage Area Manager requirements for physical mapping.

List the three types of links that appear in device maps.

Associate unknown placeholders with actual devices.

Describe where discovered NAS devices appear in Storage Area Manager.

Add, move, and remove device links.
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Viewing device maps

As Storage Area Manager discovers devices in the environment, it places them in
device maps. This section covers the features that Storage Area Manager provides
for viewing the device maps.

Map modes

Physical Mode

AV SAN-3 - hp penView storage area manager - =101 ]
Flle View Tools Help
D H& NS Wi S

> B s e [ Inferred Mode
SANA W39 | List] Mo Managor | Capacity| i

SAN-2

O AR UERT et R0 sl 1% 1ol x|
SAN-4
- Lah Hoste
H o Interconnect Devices
¥ ) Slorage Devices
) NAS Dinicers

- L Uniknciwn Diices )
& i) Organaations i

anagwl Capaciwl

B "L 3 s B "2 R A 0017 Scale62% | @

Py
_— / \ ~
1] j
-7 Un Mapped Devices [+
Aplkatont] Froaources l o Barvsioes Tuea Larary| | Doaciom Bianciuona T -
Storage Bvents Eventite [roeiean <] & 5 W XD Tatal Evaste S0 Diplayed Deante 41
Ak Bty T Occumisd Bource Caligory Ty Wssiage
WAITIng Wy 32, 2002 1:30:36 PM POT 750 HP Bur. [Device ETATUS_CHANGED_E HP Suréstars E Disk Systern =
Wamana Tiz 79 Y 13027 PMPOT (0 WP S Naadea TETATIIR _FHAMGEN & WE Sxiradtas Tana | iheare 642
4l |
= 1Im 0 %
IL I
| Applications | Resources -
Storage Events Eventfiter [incudean  +| & 4 X P Total Events: 43 Displayed Events: 43
Atk Severity © Occurred Source Categary Type Message
A5 Warning Way 22, 2002 1:39:36 PM PDT |2 5 HP Sur...Device |STATUS_CHAMGED_E..|HP Surestore E Disk System =
| 1farninm Mz 7 2007 1-30°37 PM PNT |2 &1 HP Gir Inwlru [GTATIIZ MHAMGEN F [HP SireSinre Tane | ihrane siZ
4 L3
= ][] I [ Saits changes |55

Storage Area Manager provides two device map modes: physical and inferred. The
current mode displays in a banner at the top of the map.

Devices that appear on physical maps provide enough information for Storage
Area Manager is able to establish their identify and connectivity properties.
Devices that do not provide sufficient information for Storage Area Map to map
them with certainty display in a node bank at the bottom of the map. Physical
maps display physical and user-defined links only.

In Inferred mode, instead of placing devices in a node bank, Storage Area Manager
attempts to infer their connections based on the limited information it can obtain.
This mode is recommended for hub environments.
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Un-Mapped devices panel

215AN-3 - hp OpenYiew storage area manager =1Of x|

File “iew Tools Help

RN TT=1 [P

B LITE_RING & Storage Network: SAN3
=4 Storage Metworks

LED] | L\stl MNode Managerl Capaciwl
N0 QU BT [ | "5 2[5 460 17| Seale: 51% | @

“=" Mapped Devices

[ Interconnect Devices
[ Starage Devices
o[ NAS Devices

[} Unknown Devices
[#- (25 Organizations

AOSEADADS STSTEM. ]

HEWILETT-PACKARD £O.

“-_ Un-Mapped Devices

Applications | Resources
Storage Events Eventfilter [include all =] & 4 S X J Total Events: 43 Displayed Events: 43
Ack Severity & Occurred Source Category Type hessage
| 2% waming |May 22, 2002 1:29:36 PMPDT _ [? & HF Sur...[Device |STATUS_CHANGED_E..HP Surestore E Disk Systern 4
| [ \iarninn [z 77 7007 1-38-37 PMPNT (253 HP Sor |I'1mrirn [aTaTi 15 rHANAEN F [HP GoreStare Tane |ihrane 2f2
4 b
=[] ] ‘ | ) Saving changes B3

When in Physical Map mode, instead of inferring the connections of devices for
which it cannot obtain all required information Storage Area Manager places those
devices in a holding area called the Un-Mapped Devices node bank.

Consider the devices in the Un-Mapped Devices node bank as a “to-do” list for
complete mapping.

Drag and drop these devices onto corresponding nodes in the main Map in order
to:

n Associate hosts and devices with unknown devices
n Associate interconnect devices with inferred hubs

m  Add links from unmapped devices to already mapped devices

Note

For Storage Area Manager to place devices in the Un-Mapped Devices panel,
the device must at least have a property file.
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Map toolbar

@Storage Networks - hp OpenYiew storage area manager - ||:| ﬂ

File  Wiew Tools Help

G ola® RS E R

1la| o3| 23

(=) Storage Devices
(=) NAS Devices
(= Unknown Devices
&5 Organizations

| | »

Resources | Applications |

i Storage Networks
P |

N QL DER|E F e U "5 2| 60 1 Soale: 00% @

~. Mapped Devices [Physical Map]

SANS | | SAN-3 | [ SAN-1

B

Ve ™
~—— '/

SAN-2 | [ scs Direct Attached
[ Fcoiect atacned | | SAN-4

Ld

El

Discovery Off ’ﬁ

Storage Area Manager provides an extensive toolbar to facilitate mapping features.

Functions available from the toolbar include:

Select Node

Pan Window Mode

Select Region to Zoom

Zoom

See Everything

Display Overview Window

Re-layout Nodes

Pin down Nodes

Un-pin Nodes

Show/Hide Labels
Add/Move/Remove Links

Map Layout Manager

Show Map Legend

Find in Map
Map Toggle
Map Help
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Map layout manager

#E1 Layout Manager X|
Spring Embedder | Uniform Lenath Edoes
Radial Trea | Circular Hierarchical

[ Use Default Parameters

Elowy Direction: ITnptu Bottarm 'I
ik Style: IStraightLine "I

— Hode Levels

Hmst [Level: ILevel 1] vI
Interconnect Level: II_eueH vI
Storage Device Level: II_eveI 2 vI

~ Vertical Offsets

~ Horizontal Offsets

[Wode @ifset ISD [Wode @ifset ISD
Hode Link Ofset: ISEI Hode Link Oiset: ISEI
ik @ffset: IEIZI LLink @offset: IEIZI

cancel | apply | pen |

Storage Area Manager uses a default layout when positioning and linking devices.
However, the Layout Manager offers the following additional, pre-configured
layouts:

m  Circular — positions devices in a circle. This map minimizes device icon
overlapping and provides a clean map.

m  Hierarchical — positions device types (host, interconnect, and storage)
together and in a hierarch (top-to-bottom, left-to-right, and so on).

m  Radial Tree — positions devices in a tree. Branches are determined by
device links. For example, a fibre channel switch that produces two links will
create a branch in the spring.

s Spring Embedder — positions devices in a manner that minimizes the
number of link crossings.

s  Uniform Length Edges — positions devices so that their links are of equal
length.

To return to the default map layout:
1. Display the device map for which you want to return to the default layout.

2.  Click the Re-Layout Nodes button on the map toolbar.
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Map legend

ﬂ.j Map Legend

He 0O

Unknown [ Unreachahle

tinor

— Broken
Critical

View the Map Legend to display the shapes, colors, and lines used to depict
various devices, status, and link types on the device maps.
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Device links

While mapping devices, Storage Area Manager also links them using information
obtained from the devices. Links may be physical, logical, or user-defined and are
uniquely identified as such in the device maps.

Link types

s Physical: Storage Area Manager can gather enough data (in-band and out-of-
band) to discover the device and determine how it is connected.

m  Logical: Storage Area Manager can discover the device, but cannot
determine how it is connected (no DPI, no SNIA library) and must make
logical inferences.

m  User-defined: The user has specified the device connection, most commonly
to more accurately reflect a logical inference.

Keys to physical links

To obtain the information necessary to map devices accurately, Storage Area
Manager has specific requirements on SAN hosts and devices.

SAN host requirements

For improved map accuracy, Storage Area Manager requires SAN hosts to have
HBAC(s) that support the SNIA API. Sometimes referred to as a SNIA library, these
HBAs provide industry-standard functionality, such as the ability to retrieve world
wide names, issue commands, and so on.

Go to http://www.software.hp.com/SUPPORT PLUS/hwe.html#install to
INTERLLY obtain the latest revision of SNIA libraries for HP-UX HBAs.

For other HBAs, contact the HBA vendor for HBA drivers with SNIA
libraries.
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Device requirements

For improved map accuracy, Storage Area Manager also requires that devices have
DPIs installed. DPIs are internal code, instantiated by the Core Service DDT and
ESP components, that tell Storage Area Manager how to retrieve information for a
device.

Go to http://www.openview.com/products/sam/index.asp to download DPIs

[MEANET
not included on the Storage Area Manager 3.0 CD.

Note

In Storage Area Manager 3.0, SNIA libraries are used more extensively than in
2.x. For example, all World Wide Names for each LUN are gathered using
SNIA libraries. If no LUN exists, Storage Area Manager relies on the device
plug-in for obtaining storage device information.
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Map example for physical links

Host Host
A A
(SNIA) (SNIA)

3 —

Storage
A
(DPI)

Storage
A

(Prop)

Storage Area Manager uses several basic rules as it discovers and maps storage
networks. Most of the rules are based on whether the components (SNIA libraries
and DPIs) required for physical mapping are available.

Note

HP-UX HBAs have functionality similar to SNIA libraries. For the following
rules, consider HP-UX HBAs and HBAs with SNIA libraries as synonymous.

Storage Area Manager creates physical links when:

s An HP-UX host, or host with a SNIA library, is connected to a fibre channel
switch with a DPI (1 in the above example).

m A switch with a DPI is connected to a storage device with a DPI (2 in the
above example).

Note

If the storage device is seen by an HBA with a SNIA library through a switch,
link #2 will be physical even if the storage only has a property file.

m  The fibre channel or SCSI links are directly attached (3 in the above
example).
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Unknown placeholders

5-10

Storage Area Manager creates an Unknown placeholder using a specific icon when
an HBA without a SNIA library or a fibre channel device without a property file is
connected to a fibre channel switch with a DPI. The placeholder is typically
identified by the device vendor.

In this case, Storage Area Manager is able to obtain only limited information such
as the world wide name of the HBA or fibre channel device from the switch they
are connected to.

As aresult, Storage Area Manager creates an Unknown placeholder and displays
link status for the device in the Map view panel. The actual device, as well as its
status, appears in the Resources tree and the Un-mapped devices panel.

Associate the two devices by dragging and dropping the actual device from the
Un-mapped devices panel to the Unknown placeholder in the Map view panel.
Once the association takes place, the Unknown placeholder will be deleted and
detailed device information will be available for the actual device, which now
appears in the Map view panel and Resources tree.
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Map example for unknown placeholders

Rev. 3.43

Physical map
Inferred map

7

- Host
A
1
|
1
|
1

Storage
A
Host
Storage A A

The example above illustrates how the Physical and Inferred maps appear when a
host without a SNIA library is connected to a switch with a DPI and the switch is
connected to a fibre channel storage device without a DPI.
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Associating an unknown placeholder

5-12
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Storage Area Manager provides two methods for associating unknown devices
with their placeholder icons depending on whether or not the unknown device and
placeholder device are shown in the same storage network map.

If in the same storage network map
1. Select the unknown device in the Un-Mapped Device node bank.

2. Drag the unknown device and drop it onto the placeholder icon in the device
map.

If the association is successful, the unmapped device is removed from the Un-
Mapped Devices node bank, and the placeholder device in the map assumes the
appropriate characteristics of the device. The placeholder device is also removed
from the Unknown Devices node in the Resources tree.
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If not in the same storage network map

1. Right-click the unmapped device in the Resources tree, and select Associate
with Unknown Device from the shortcut menu. The Associate with Unknown
Device window appears.

2. Select the placeholder device that represents the unmapped device from the
list of placeholder devices in the Select device to associate with list.

3. Click the OK button.

If the association is successful, the unmapped device is removed from the Un-
Mapped Devices node bank (if applicable), and the placeholder device in the map
assumes the appropriate characteristics of the device. The placeholder device is
also removed from the Unknown Devices node in the Resources tree. The
applicable storage network is also updated to reflect the association.

Note

In some configurations, multiple placeholder devices may be associated with
the same unmapped device. The above result completes when the final
placeholder device is associated with the unmapped device.
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Correcting a device association
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To change a device association that was incorrectly made, delete the device from
the tree or map. The device will be recreated after next discovery cycle completes.

WARNING
Deleting a device from the tree or map will delete all device history.
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Inferred hubs

Due to a lack of device intelligence, Storage Area Manager must infer the
existence of hubs in the environment. Storage Area Manager infers the existence
of a hub when multiple HBAs can communicate with the same set of fibre channel
devices.

Map example #1 for inferred hubs

Rev. 3.43

Physical map Inferred map

Host

Host Storage Storage
A A A
(Prop)
1 ] o

The example above illustrates how Physical and Inferred maps appear when a Host
with multiple HBAs is connected to a storage device with only a property file.
Since the device does not have a DPI, Storage Area Manager assumes the device
only has one port. As a result, Storage Area Manager infers that the host and
storage device must be connected using a hub since multiple HBAs can access it.

Only devices that can be mapped with 100% accuracy are placed on the Physical
map, therefore when Storage Area Manager is in Physical mode the devices appear
in the Un-mapped Devices node bank.

! Important
Using Inferred Map mode is recommended for hub environments.

Note

If the hub has a property file and it has been discovered, it will show up in the
Unmapped Devices node bank for ALL SANSs.
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Map example #2 for inferred hubs

Physical map
Host Storage Storage
1 1]

Inferred map

Host
A

Storage
A
(Prop)

Storage
A
(Prop)

The example above illustrates how Physical and Inferred maps appear when a Host
with multiple HBAs is connected to multiple storage devices with only a property
files. Again, due a lack of information that cannot be obtained with DPIs, Storage
Area Manager infers that the host and storage devices are connected using a hub.
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Map example for JBODs
Actual connectivity Physical map and inferred map
Host Host
A A
(SNIA) (SNIA)
JBOD
(DPI)

Rev. 3.43

The example above illustrates how Storage Area Manager maps JBODs. Storage
Area Manager obtains the WWN of the controller as well as all of the disks. Thus,
all appear on the device map.
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About LUN association
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Storage Area Manager provides a feature to associate unknown LUNs with a
storage device. The most common use of this feature is to associate JBOD disks
with its controller.
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About NAS devices
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Storage Area Manager discovers NAS devices through Ethernet. NAS devices
only appear in the Resources tree not in device maps.
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Working with device links

Storage Area Manager provides the ability to add, move, and remove device links.
This section covers the operational rules that apply to the different link types as
well as the procedures for modifying device links.

Operational rules for device links

Physical links

Appear in both Physical and Inferred map modes
Cannot be added or moved (exception is Direct-attach links)

Can be removed if Critical (red)

Logical links

Only appear in Inferred Map mode

Cannot be added

Can be removed, but may return due to ongoing device discovery
Can be moved (automatically promotes the link to user-defined)

Moving contrary to information Storage Area Manager gathers results in a
user-defined link as well as the possible return of the inferred link during
ongoing device discovery

User-Defined Links

Can appear in both Physical and Inferred map modes

Can be added, moved, or removed
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Adding a device link
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To add a device link:
1. Display the device map which includes the device from which you want to
draw the link.
2. Select the icon for the device you want to link to another device.
Click the Add Link button on the map toolbar. The Add Link window
appears.
4.  Inthe Links From Device section, select the device port from which the link
is drawn.
5. Inthe Links To Device section, select the type of device (host, interconnect,
bridge, storage, or unknown) to which you are connecting.
6. Select the device to which the link is connecting.
7.  Select the device port to which the link is drawn.
8. Click the OK button. A confirmation message appears.
9.  Click the Yes button to add the device link.

Alternatively, select both the zo and from devices in the map and then click the
Add Link toolbar button or use the right-mouse dialog to select Add Link. As a
result of either of these actions, the Add Link dialog is pre-populated.
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Moving an existing device link
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It might be necessary to move a device link, for instance, if Storage Area Manager
incorrectly inferred the connection due to a lack of device information.

You can only move logical and user-defined links. You cannot move physical
links, except those that are directly attached. If you move a logical link, Storage
Area Manager redefines it as a user-defined link. However, if the condition that
caused the logical link remains, Storage Area Manager returns the logical link as

part of the ongoing discovery process.

To move a device link:

1. Display the device map that includes the device link you want to move.

When moving links, one “end” of the link will remain the same while the
other end is moved. For the next step, select the device icon that will remain

the same.

2. Select the device icon that is connected to the link you want to move.

3. Click the Move Link button on the map toolbar. The Move Link window

appears.

Note

Click the Swap Links button to change the “end” of the link that will move.
The devices displayed in the Link From Device and Currently Linked boxes

will interchange.
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© N o W

In the New Link section, select the type of device (host, interconnect, bridge,
storage, or unknown) to which you are moving the link.

Select the device to which you want to move the link in the Name box.
Select the device port to which you want to move the link in the Port box.
Click the OK button. A confirmation message appears.

Review the information in the message, and click the Yes button.
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Removing an existing device link
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You cannot remove physical links except those that are directly attached.

If you remove a logical link, the link may reappear as part of the ongoing
discovery process if the factors that resulted in the original link inference still

exist.

To remove a device link:

1.

Display the device map which includes the device from which you want to
remove the link.

Select the icon for the device from which you want to remove the link.

Click the Remove Link button on the map toolbar. The Remove Link window
appears.

In the Links From Device section, select the device port from which you
want to remove the link.

Verify that you are removing the link you want by reviewing the information
in the Currently Linked Device section.

Click the OK button. A confirmation message displays.

Click the Yes button if this is the link you want to remove.

Note

If a fibre channel link is physically removed from a device, the discovery cycle
appears to hang. This behavior may be due to a 0 timeout value setting in the
Fibre channel driver for the JNI HBAs (Solaris only). Set the JNI Fibre
channel driver’s “FailoverDelay” setting to a non-zero value.
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Learning check

Rev. 3.43

List the two Storage Area Manager map modes and describe the
recommended use of each.

Describe two methods for associating an unknown placeholder with the
actual device.

NAS devices appear in the Resources tree and on device maps.
O True
O False

The most common use of the Associate Unknown LUNs feature is to
a Associate JBOD disks with its controller
b.  Associate unknown placeholders with their actual devices

c. Associate inferred hubs with switches

&

Associate inferred links with actual device links
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Application links
Module 6

Objectives

Rev. 3.43

After completing this module, you should be able to:

m  Launch global and device-specific application

m  Access device-specific release notes

m  Link applications to the overall Storage Area Manager interface

m  Use the Application Link Wizard to link applications to specific devices or
device types

m  Recognize application parameter keywords
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About application links

The application link feature allows you to link other applications to Storage Area
Manager and start them from commands added to the Storage Area Manager user
interface when you successfully link an application. Two types of links are
available: global and device-specific.

Global Applications are always available regardless of which device or object is
selected in the user interface.

Device-specific Applications are linked only to a specific device or device model.
You can only start these applications by right-clicking the applicable device in the
directory tree or device map. For example, you may want to link a specific device
management application to a particular device in your storage network. Storage
Area Manager provides default device-specific application links for many of the
devices it supports.
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Global application links
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Storage Area Manager's global application link feature allows you to start another
application from Storage Area Manager's user interface. For example, you may
want to create a link to a management framework application.
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Starting global applications
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G Infarmational  IMav 20, 2003 £:03:55 PM PDT Accountat LUK DELETED

LUM ID 1325690 T
3

=]

Discovery Off

You can start other management applications from Storage Area Manager's user
interface if the application was previously linked. For example, you could start HP

OpenView Operations.
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Device managers

Device managers are applications that manage and monitor storage and
interconnect devices. These applications are independent of Storage Area Manager
and are typically shipped with the hardware device or downloaded from the HP
Software Depot at http://software.hp.com.

Storage Node Manager provides the ability for device managers to be launched for
a specific device or type of device from directly the Storage Area Manager GUI.

Storage Area Manager pre-enabled device managers
The following device managers are pre-enabled by Storage Node Manager:
=  Ancor
m  McData
m  Brocade
m  CommandView SDM
m  CommandView XP
m  QGalactica
m  Fibre Channel Manager
s SMC Symmetrix
m  EVA Element Manager

Note

In order for the device manager to be successfully launched, it must be
installed and configured per the device specifications (default location).

Beyond the device managers that are pre-enabled, Storage Node Manager also
provides the ability to link other applications to a specific device or type of device.

The command for launching the device manager is included in the device’s
property file as the OnManage command.
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Launching device manager applications

@ 1switch3.rose_hp.com - hp OpenView storage resource management
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Critical FriFeb 0
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=

|@ ’_l_l_@ Internet zone

Right-click the device for which you want to launch a linked application in
Resources tree or device map.

Select the menu command that represents the application from the device's
shortcut menu.

the

o -

Important

When available, Storage Node Manager also provides device manager release

notes. These provide important tips on device configuration and
troubleshooting.
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Linking applications to devices

Rev. 3.43

ﬁ;‘l Storage Networks - hp Dpen¥iew storage area manager - |EI|5|
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This wizard helps you link another application to the Storage Area Manager interface. Once linked, you
can start the application from a popup menu.
Resources | Applicationsl
F %
Storage Events Ewvent Filter
Acknowle.., © | Severity
1) Infarm - -
4] | @ sBack || Next= | Cancel | Finisti | Help |
=2 | | @ piscovery on | &

The Add Application Link wizard guides you through the steps necessary to
linking the application. Using this wizard is equivalent to updating the OnManage
command in a device property file. However, using the wizard is recommended
instead of editing the property file.

The Add Application Link wizard includes four steps:

1. Select Association TypeFrom this screen, choose to link the application to a
specific device or to a device model.

For example, you can link the application to a specific HP SureStore Hub
S10 device in which case that device will have a link to start the application,
or you can link the application to all HP SureStore Hub S10s in which case
all devices of that model will have a link to start the application.
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Associate a Device

From this screen, select the device to which you want to link the application.
Once you complete the wizard, the application will appear in the drop-down
menu when you right-click the device.

Note

The application will be linked to the device you select in this window and not
on a device you may have selected in the user interface when beginning this
task.

Enter Application PropertiesFrom this screen, enter the application's name
and type. The text you enter in the Application Name box window becomes
the command you use to start the application. This command appears in a
drop-down menu when you right-click the device to which you are linking
the application.

The application type is based on where the application you are linking is
installed. If it is installed on the management server, it is a local application,
If not, it is a remote application.

Enter the Application CommandFrom this screen, enter the command that
starts the application you are linking. For example, the command to start the
HP Brocade 2800 Gigabit Fibre Channel Switch's device management
application is

$browser http://%ip address/.

Also use the keyword buttons for variables that you want Storage Node
Manager to pass with the command.
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Example application launch commands

Brocade 2800

ﬁ:{\ Edit Application Link

Application Command:

You can modify the command used to start the application. EMC Manager
Application Parameter Keywords— Kol SN IR T RS
Local Host Rer Application Command:
Display De  fou can modify the command used to start the application.
Browser Seri ~Application Parameter Keyward
Local Host Remote Host Repositary Host
Application Command: Display Dievice File IP Address
Browser Serial Number Device |D

Yhrowser hitp f%ip_addressi%
Application Command:

< Back ustbinf1 ihpterm -display %display -e fopt'sanmgrhostagentishinfopensym

= Back | [ B3> | Cancel | Finish I

Help |

Above are example commands for launching the Brocade 2800 Web Tool and the
EMC Manager. The Brocade Web Tool is accessed through a web server
embedded in the switch itself. Therefore, the application command tells Storage
Node Manager to launch a browser and pass it the IP address of the switch that has
been selected in the navigation tree, device map, or event panel.The EMC
Manager, on the other hand, is installed on the SAN host. The application
command to tells Storage Node Manager to launch a terminal emulation program
on the connected SAN host, pass the display back to the management server, and
then launch EMC manager which is installed on the SAN host.If an XP48, XP256,
or XP512 CommandView web server has been converted to use SSL then you will
need to edit the application link to modify the Application Command URL so that
it points to the secure webserver

$browser https://%ip address.
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Application parameter keywords

When creating a device-application link, the listed keywords can be used to pass
device and environment information with the application command.

Keyword Description

Display Sends display to client

Local Host System where the client is running

Browser Launch a browser. Must be the first keyword
IP Address IP address of the selected device

Remote Host * Provides a list of available hosts

Device File * Management path

Serial Number Serial Number of selected device
Repository Host Management Server

Device ID Unique ID of the selected device

* Including Remote Host AND Device File parameters will generate a list of hosts
that the selected device is connected to
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Learning Check

1. List two types of application links.

2. Device-specific links are a feature of which Storage Area Manager
application?

a.  Storage Accountant

b.  Storage Allocater

c.  Storage Builder

d. Storage Node Manager

e. Storage Optimizer

3. Device management applications are pre-enabled for every device Storage

Area Manager supports.
O True
O False

4. How are device-specific release notes accessed?

5. The Application Link wizard is used to link applications to the overall
Storage Area Manager menu.

O True
O False

6.  What application parameter keyword is used in commands for launching a
web-based device manager?
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Implementation process
Module 7

Objectives
After completing this module, you should be able to:

Rev. 3.43

List the four Storage Area Manager implementation phases.
Describe the purpose of the SAN Verification Worksheet.

Describe how the Storage Area Manager Supported Components and
Configuration Guide is used to verify a customer’s environment.

List the key pre-installation tasks.
Identify the installation tasks performed using the Setup Assistant.
Identify key post-installation configuration tasks.

Use the available documentation to ensure the customer environment is
properly prepared for Storage Area Manager installation.
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Storage Area Manager implementation overview

The implementation of Storage Area Manager can be divided into four phases:

1.

Verifying the SAN environment

The first step, verifying the SAN environment, is the focus of this training
module. During this step, information about the customer’s environment is
gathered and verified against the configuration requirements.

Preparing for installation

In this second step, the implementer performs a series of tasks in preparation
for the installation of Storage Area Manager. These tasks are typically
performed upon arrival at the customer site before installation of the Storage
Area Manager management server software or host agents.

Installing Storage Area Manager

The third step is the actual installation of Storage Area Manager on the
management server. The Storage Area Manager Setup Assistant guides the
implementer through the installation process, including deployment of the
Host Agent software to the SAN hosts.

Setting up and configuring Storage Area Manager

In this last step, Storage Area Manager is configured for the customer
environment. This process includes installing additional DPIs, configuring
firewall support, configuring multi-homed systems, configuring SAN hosts
and management clients that use DHCP, and so on.
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Step 1: verifying the SAN environment

During this step, information about the customer’s environment is gathered and
verified against:

m  HP SAN configuration requirements
m  HP device requirements

m  Storage Area Manager configuration requirements

There are several key documents available to use in this important step:

m  SAN Verification Worksheet. This series of Excel worksheets is used to
collect information about the customer environment. When combined with a
detailed SAN topology map, this provides the implementer with most of the
information needed to verify compatibility and plan the implementation.

e  HP internal:
http://storage.inet.cpqcorp.net/application/view/prodcenter.asp?Pro
dCode=380 (under Sales Tools)

e  Americas channel partners:
https://www.partner.americas.hp.com/rrc¢/performance/html_src/ch
annel/services/storage delivery.html

e  EMEA and AP channel partners: http://www.hp.com/partners/csn

m  HP OpenView Storage Area Manager Supported Components and
Configuration Guide. This guide details the operating systems, platforms,
interconnect devices, software applications, and storage devices that are
supported by HP OpenView Storage Area Manager. Its intent is not to
provide end-to-end configuration information, but to show which devices,
systems, and applications have been tested in conjunction with Storage Area
Manager.

e  HP internal: http://turbo.rose.hp.com/spock/index#OVSAM

e  Americas channel partners:
https://www.partner.americas.hp.com/rrc/performance/html_src/ch
annel/services/storage delivery.html

e  EMEA and AP channel partners: http://www.hp.com/partners/csn
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hp OpenView Storage Area Manager Installation Guide. Chapter one of this
document covers system requirements for Storage Area Manager
management servers and clients, as well as SAN host systems. This chapter
also has information on the supported device types. Most of the information
in this guide is duplicated in the HP OpenView Storage Area Manager
Supported Components and Configuration Guide. Note that the installation
guide is relatively static, while the HP OpenView Storage Area Manager
Supported Components and Configuration Guide is updated on a regular
basis. One requirement that is currently only addressed in the installation
guide is the required operating system patches for SAN hosts.

e  HP internal and channel partners:
http://ovweb.external.hp.com/Ipe/doc_serv/

DPI readme files. New and updated DPIs are posted on the hp OpenView
Device Plug-Ins website (http://www.openview.hp.com/products/SAM)
after release of Storage Area Manager to provide updated features and device
support. These DPI packages include a readme file with information
concerning the device and its supportability. This information can be critical
in determining support of a specific customer device.

HP StorageWorks SAN Documentation. This is a group of documents that
includes the SAN Design Reference Guide, SAN Fabric Interoperability
information, support tables, and so on.

e  HP internal and channel partners:
http://h18006.www1.hp.com/products/storageworks/san/documenta
tion.html

Streams Documents (Disk & Tape Devices): Use these documents to verify
supported host specifications for storage devices. These support documents
do not contain Storage Area Manager specific information.

e  HP internal:
http://turbo.rose.hp.com/spock/index#Supported_Configurations

e  Americas channel partners:
https://partner.americas.hp.com/rrc/performance/html_src/configu
rator/config.htm

e  EMEA and AP channel partners: http://www.hp.com/partners/csn
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SAN Verification Worksheet

The SAN Verification Worksheet is used to collect information about the customer
environment. When combined with a detailed SAN topology map, this provides
the implementer with most of the information needed to verify compatibility and
plan the implementation.

Rev. 3.43

The SAN Verification worksheet is actually a Microsoft Excel spreadsheet that
consists of the following six worksheets.

OV SAM Hosts
Hosts and Servers
Attached Storage
Fabric Devices
Other Software
Network

An Additional SAN Diagram is required (Visio preferred)
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Verification worksheet: OV SAM Hosts

The first worksheet, OV SAM Hosts, is used to gather information about the
systems that will run the Storage Area Manager software.

Information is required for each:

management server
management client

MoM client

Computer Mame

0%

SP (WZHMNTY

R

Model

MIC 1 (yes ar no)

MIC 2 (yes or no)

SaM Modules

SAM Bridge Active (vesMo)

Disk 1, SizefFree

MIC Type (EthernetFC)

MIC Type (EthernetFC)

SAM Bridge Part

Dizk 2, Size/Free

IP Address

P Address

% Integration Modules

Dizk 3, Size/Free

FiZ HBA 1 PCl_x__ Other_ |FCHBAZ PCl_x_ Cther_ | Dizk 4, Size/Free

HE& 1 Driver HE& 2 Driver

HBA 1 P HBA 2 Py Sam P Dizcovery Range

roatfacimin User i & Pazsword

The data gathered on this worksheet includes:
m  Windows version & SP level
m  Disk and memory configuration
m  NIC and HBA (if used) information
= SAM modules to be implemented
During the inventory of hosts, the red flag items to look for are unsupported
operating systems, minimum memory and disk requirements, and host bus adapter
compatibility. During the verification step, a more detailed assessment of the
support requirements will be done.
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Verification worksheet: Hosts and Servers

The Host and Servers worksheet is an inventory of all hosts in the SAN that
Storage Area Manager will manage. Completing and verifying this sheet is usually
the most time-consuming part of the planning and verification step.

Computer Mame

05

SP (WZKONT)

Fan

hioclel

MIC 1 (yes or na)

MIC 2 (yes or no)

MIC 3 (yes or no)

Patches

OWPA S MAA Agent (yesiho)

MIC Type (EthernetFC)

MIC Type (Ethernet/FC)

MIC Type (Ethernet/FiC)

OWPA A Yersion

IP Address IP Address IP Address CWPA WA Install Directory
FC HEA 1 PCI_X__ Other___ |FC HBA 2 PCI_¥__ Other_ [FCHBAS PCI_%__Other__|
HE& 1 Driver HB& 2 Driver HB& 3 Driver
HBA, 1 Py HBA 2 Fuy HEA, 5 Py rootiacmin User id & Passward
The information on this worksheet includes:
s Computer model and memory configuration
m  Operating system version and patches
m  HBA make, model, driver version, and firmware revision
m  OVPA agent installed and version
Rev. 3.43 7-7
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Verification worksheet: Attached Storage

The Attached Storage worksheet is used to collect information on disk storage
devices, both SAN-attached and direct-attached storage.

It includes five sections:

m  SAN Attached Disk Storage
m  Software

s SAN Attached Tape Storage
m  Direct Attached Storage

m  Total LUNs and Storage

Section 5.0: SAN Attached Disk Storage =
Instructions: Fill in the information for all Disk Storage Devices attached to the SAN being cenified

Disk Device Mame Yendar Mol # LUNz & hMode: Firtrraeare

IP Address § Usage IF Adcdress / Usage

Section 6.0: Software included with a Storage Device (CommandView, PerformanceAdvisor, SecureManager, etc)
Instructions: List the software assocated with a particular Storage Device

Azzociated with (Device Mame): Softyeare MName Revizion System

Section 7.0: SAN Attached Tape Storage
Instructions: Fill in the information for all Tape Storage Devices attached to the SAN being certified

Dizk Device Name “endor and Model Likrary Firmware SCSl Bridge Wencar & hModel =3 Bridge Firmuare

Section 8.0: Direct Attached Devices (Not connected directly to the SAN)
Instructions: Fill in the Name and Model Nurmber of any such devices

Disk Device Mame Wendor toce! Type Firtroware

:Section 9.0: Total LUNs and Storage
Instructions: Use the  to calculate the total number of LUNs. Also calculate total sorate

Tatal LUNz

Total Storage

The information collected in this worksheet includes device names, vendor, model,

firmware revisions, and LUN counts.

Information concerning any software used to configure or manage the device
(CommandView, and so on.) is collected here. This worksheet is also used to
collect information on the SAN-attached tape storage, along with its firmware
revisions, SCSI bridge adapter, and revision information.

7-8 Rev. 3.43



Implementation process

Verification worksheet: Fabric Devices

The Fabric Devices worksheet is used to capture information about fibre channel
switches and port connections, including the switch zoning configuration.

It includes two sections:
s  Switch Setup

m  Switch Zoning

Section 10.0: Switch Setup
Instructions: Provide info for what is connected to each port on the switch. Also advise what GEIC type and cable type is used.

Switch #1 Name “Yendor Model Type Firtnwvare

Port 0 Port 1 Port 2 Port 3 Port 4

Port 5 Port 6 Port ¥ Port & Part 9

Port 10 Fort 11 Fort 12 Port 13 Port 14

Port 15 Paort 16 Port 17 Port 15 Fort 19

Port 20 Paort 21 Fort 22 Port 23 Fort 24

Port 25 Port 26 Fort 27 Fort 26 Port 29

Port 30 GBIC Type Cable (fibericopper fsize) Can a "SupportShow" log IP Address
be provided to us for reviesw's Mk

Section 11.0: Switch Zoning
Instructions: For each zone, indicate what elerments are present in the zone.

Zone Mame

Zone Mame [Fone Mame Long Mame Zone Mame

Elements in the zone: Elements in the zone: Flements in the zone: Elements inthe zone: Flements in the zone:

Rev. 3.43

Use this worksheet to ensure that there are enough ports available for all fibre
channel HBA connections. The switch zoning information is critical to ensuring
hosts will be able to access the LUNs configured for their use and to manage fibre
channel network performance.
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Verification worksheet: Other Software

The Other Software worksheet lists all other software that is being used to manage

or gather information about the SAN. For example:
s OVPA /MeasureWare Agent

m  OpenView Software

n Failover Software

n AutoPath

Section 12.0: Other Software

Instructions: List all other software that is being used to manage or gather information about the SAN

Software Name

Revision

Purpose

System

HP OpenView software products including OVPA/MeasureWare agents or any
other management software (for example, HP-UX Logical Disk Manager), should

be listed here.

7-10
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Verification worksheet: Network

The Network worksheet is used to gather basic network configuration information
including:

n DNS server and domain information
n Windows domains and PDC
u DHCP use

n Firewall information

Section 13.0: Network Information
Instructions: Provide the following information concerning the networks associated with your SAN and SAN Host systems

#1 DNS Server Name #1 DNS Server IP Address #1 IP Subnet Addr #1 IP Subnet Mask #1 IP Subnet Usage
#2 DNS Server Name #2 DNS Server IP Address #2 IP Subnet Addr #2 IP Subnet Mask #2 IP Subnet Usage
DHCP Server Name DHCP Server IP Address #3 IP Subnet Addr #3 IP Subnet Mask #3 IP Subnet Usage
#1 Windows Domain f#1 Windows Domain PDC [#1 Windows Domain Usage
#2 Windows Domain [#2 Windows Domain PDC [#2 Windows Domain Usage

Section 14.0: Firewalls
Instructions: Provide information concerning firewalls that could affect communiction within the SAN or between the SAN and host systems

Firewall #1 Name Firewall #1 IP Addresses Make / Model Version |Type (Port Filtering / NAT)
Firewall #1 Role (Describe firewall role)
Firewall #2 Name Firewall #2 IP Addresses Make / Model

Version |Type (Port Filtering / NAT)

Firewall #2 Role (Describe firewall role)
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SAN diagram
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The SAN Diagram shows all devices and connections that exist in the customer’s
SAN.

Use it in conjunction with the SAN Verification Worksheet to verify that Storage
Area Manager supports the SAN environment.

7-12 Rev. 3.43



Implementation process

Supported Components and Configuration Guide

The hp OpenView Storage Area Manager Supported Components and
Configuration Guide is intended to document the operating systems, platforms,
fabric devices, software, and storage devices that are supported by Storage Area
Manager. A version of this document exists for each release of Storage Area
Manager. The document acts as a supplement to the installation guide.

This document works hand-in-hand with the SAN Verification Worksheet to help
perform a complete survey of a customer’s environment to ensure successful
implementation of Storage Area Manager. A completed SAN Verification
Worksheet should be compared with this document to determine Storage Area
Manager’s supportability and dependency requirements before installation.

Below is a description of some of the key contents included in the guide.

3 - Installation Platforms

This section documents the specifications for management servers, management
clients, MoM clients, and SAN hosts. This includes operating system support,
service packs, and minimum hardware configuration. For SAN Hosts, it also
documents supported hardware platforms, HBAs and driver versions, required
system patches (currently missing from the 3.0 version of the guide), and whether
Storage Allocater can be activated on each host type.

4 - Software Applications

This section documents the software applications and versions on which Storage
Area Manager is dependent. This includes device management applications (such
as CommandView XP, CommandView SDM, SureStore AM60, and so on) as well
as the OpenView Performance Agent and the OpenView products with which
Storage Area Manager can be integrated (OVO/Unix, OVO/Windows, Reporter,
and Service Desk).

It also documents the software applications whose co-existence with Storage Area
Manager has been tested. This includes clustering/multi-path software (MS Cluster
Server, HP HA/SG configurations, and Veritas), AutoPath software, and backup
software.
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7-14

5 - Fail-Over Support

This section lists the fail-over configurations that that have been verified to work
with Storage Area Manager. Note that while Storage Area Manager can co-exist
with the listed clustering and multi-path applications, it is does not as a whole run
as an application that can be configured to fail over in high-availability
environments. The Storage Area Manager services that run on the management
server can be configured to fail over in high-availability configurations, but Host
Agents cannot.

6- Supported HBAs/Drivers

This section lists the FC and SCSI HBAs and drivers supported by Storage Area
Manager 3.1 in all supported OS (for example, HP-UX, and Solaris) and server 10
backplane (for example, PCI, PCIx, CPCI, and S-bus) platforms.

7 - Supported Devices

This section lists the supported interconnect devices (hubs, switches, and bridges)
and storage devices (FC and SCSI disks and tapes). This information includes
product names, version numbers, supported host operating systems, device
management software, and a summary of the supported device-specific Storage
Area Manager features.
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Step 2: preparing for installation

The hp OpenView storage area manager installation guide is the primary
installation resource. A printed version ships with the product CD-ROM.
Additionally, .pdf versions are available from the Help menu and in the
\sanmgr\doc directory.

See the installation guide for more information on completing pre-installation
tasks listed below.

Pre-installation tasks

Rev. 3.43

The following is a list of tasks that that should be completed before installing
Storage Area Manager:

Apply patches/updates to host systems.
Apply HBA and SNIA files to host systems.
Apply patches and updates to devices.

For Storage Optimizer installations only: Modify HP OpenView Performance
Agent or HP OpenView VantagePoint for Windows on each SAN host from
which you want to extract performance data.

For Storage Allocater installations only: Ensure operating-specific
requirements are met according to instructions in Installation Guide.

Determine IP address discovery range and name resolution configuration.
Ensure SAN host requirements are met.
Read Release Notes to determine any special requirements.

e  For example, required install and uninstall sequence with
CommandView SDM and CommandView XP
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Host Requirements
In addition to hardware requirements, Storage Area Manager requires the
following criteria be met.
HP-UX, Solaris, and AIX hosts
m  root/superuser account access to system
m  TCP/IP installed and operational
m  /opt, /etc, /var directories exist (with adequate disk space)

e  Additionally, for AIX,/ and /usr directories must also exist (with
adequate disk space)

n /etc/hosts file and/or DNS have correct entries for the SAN host and
management server

m  For remote Host Agent deployment

e rexec and ftp enabled with root access (/etc/inetd.conf)

Tru64 hosts
m  root/superuser account access to system
m  TCP/IP installed and operational
m  /opt, /etc, /var directories exist (with adequate disk space)

n /etc/hosts file and/or DNS have correct entries for the SAN host and
management server

m  For remote Host Agent deployment

e rexec and ftp enabled with root access (/etc/inetd.conf)telnet
enabledLinux hosts

[ root/superuser account access to system
m  TCP/IP installed and operational
m  /opt, /etc, /var directories exist (with adequate disk space)

n /etc/hosts file and/or DNS have correct entries for the SAN host and
management server

m  For remote Host Agent deployment

e rexec, wu-ftpd, and rlogin services enabled with root access
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Netware hosts

Rev. 3.43

/sys directory exists (with adequate disk space)
For remote Host Agent deployment
e  Netware client must be installed on the management serverOpenVMS
/system device directory exists (with adequate disk space)Windows hosts
Administrator account access to the system
TCP/IP installed and operational
Adequate disk space on installation drive
For remote Host Agent deployment:
e  Shareable system drive
e  WINS configured
¢ Set WINS servers
¢+  Enable DNS for Windows Resolution
Enable LMHOST lookup
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Pre-installation tips

7-18

Before visiting the customer site to install Storage Area Manager, create a CD with
the following additional software that will be required for the installation:

m  Storage Area Manager and host system patches

e  HP OpenView patch website:
http://support.openview.hp.com/patches

e  Check with the host system vendor
s New DPIs

e  HP OpenView DPI website:
http://www.openview.hp.com/products/SAM

m  The latest Storage Area Manager approved HBA and SNIA files
e  Check the HBA vendor website.

Additionally, consider the following regarding Storage Area Manager licenses:

m  Licenses are tied to specific machines. Make sure that the customer does not
intend to move Storage Area Manager to another system.

m  Calculate the customer’s storage to make sure that they have purchased
enough licenses to support their environment.
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Step 3: Installing Storage Area Manager

The Storage Area Manager installation process includes installing the software on
the management server, using the Database Control wizard to create a new
database, adding permanent licenses (optional), and then using the Setup Assistant
to complete the following tasks:

Rev. 3.43

Set the storage domain name

Set the device discovery range(s)

Set the Storage Accountant currency type (if applicable)
Install the Host Agent software on all SAN hosts

Activate Storage Allocater on all SAN hosts (if applicable)

Start the device discovery process

The installation process is described in detail in module 8.
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Step 4: Setting up and configuring Storage Area
Manager

The setup and configuration steps that need to be performed after installation of
Storage Area Manager depend on the customer’s environment. Possible tasks
include:

Note

See the installation guide and installation module for detailed information on
the configuration tasks listed below.

m  Installing additional DPIs

m  Adding undiscovered hosts

m  Activating Storage Allocater using the Activation Wizard

m  Associating unknown devices

m  Associating inferred hubs

m  Renaming discovered devices

m  Customizing the device maps

m  Customizing event handling (filters, triggers, and automatic deletion)
m  Configuring device and global application links

m  Setting up management clients

m  Installing and configuring Storage Area Manager MoM

m  Configuring SAN hosts and management clients for DHCP

m  Configuring firewall support

m  Configuring multi-homed systems

m  Integrating Storage Area Manager with other HP OpenView applications

m  Integrating Storage Area Manager with other framework applications (SNMP
trap forwarding, application launching and so forth)

m  Configuring Storage Allocater, Storage Accountant, Storage Builder, and
Storage Optimizer
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Learning check

Rev. 3.43

List the name of the document that is the primary source of information
regarding devices supported by Storage Area Manager.

What is the purpose of the SAN Verification Worksheet and who is the
intended audience?

List three tasks that need to be performed before installing Storage Area
Manager.

List three tasks that might need to be performed (depending on the customer
environment) after installing Storage Area Manager on the management
server and deploying the Host Agent software.
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Installation
Module 8

Objectives
After completing this module, you should be able to:

Rev. 3.43

Use the Setup Assistant to install Storage Area Manager.
Identify post-installation tasks.

Identify the authorization files that reside on the management server and
SAN host.

Configure SAN hosts and management clients that use DHCP.
Configure passphrases.

Configure multi-homed systems.

Identify firewall configurations supported by Storage Area Manager.
Configure Storage Area Manager to communicate across firewalls.

Install Storage Area Manager licenses.
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Installing Storage Area Manager

hp OpenView

storage management

Install OpenView Storage Area Manager
Upgrade OpenView Storage Area Manager
Install Acrobat Reader

View Release Notes

View Install Guide

Browse CD' Contents

HP OpeNVIEW Contact Us

Exit

To install Storage Area Manager on the management server:

1. Log onto the system (the management server) on which Storage Area
Manager will be installed.

2. Close all Windows applications and disable any antivirus programs before
continuing with the Storage Area Manager installation.

3. Insert the hp OpenView storage area manager CD-ROM in the CD-ROM
drive.

e  Ifautorun is enabled, the Installation wizard automatically starts and the
Introduction window displays.

e  Ifautorun is disabled, run Setup.exe from the CD-ROM. This file is
located in the root directory of the CD-ROM. The Introduction window
displays.

Note

You must have administrator privileges for this system to be able to install and
start Storage Area Manager.
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Meeting system requirements

i'g!,l HP Open¥iew Storage Area Manager Management Ser El

System Requirements

Your system should meet the Following requirements For acceptable performance, &
check mark indicates that the requirement is met,

Found on
system

Windows 2000 with Service Pack 3 or greater
1024 Megabyte RaM

Processar Speed 1024 MHz or better
Screen resolution at leask S00:x600
Yideo supporks 64K colors or betker

MTFS File System to provide access security

AAAAA

Adobe Acrobat Reader For reading the installation guide

Mofe: HF Openliew Storage Cofimizer also requires an OpenView Ferformance
Agent or FanfageFoinf agenf on each host for which you want fo display
performance data. Refer fo the insfallafion quide for addifional Sforage Onfimizer
sofhware requirements.

ImstallEhield

Zancel |

< Back

Before installation takes place, Storage Area Manager verifies that this system
meets or exceeds minimum requirements for the management server. Installation
may continue if these requirements are not met. However, Storage Area Manager
may not perform optimally.
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Recommended setup

i'.,_w!,l HP OpenYiew Storage Area Manager Managemenkt Server ﬂ

/|
Setup Type ‘

Select the setup type that best suits vour needs, ~
p Yp b l - -

¥ Install Everything (Recommended)

All HP Opentfiew Storage Area Manager Management Server Features and
Host &gent deployment depats will be installed, (Requires the most disk
space, )

{~ Customize...

Select which HP Openview Storage Area Managetr Management
@ Server Features and Host Agent deplovment depots ko install.

C\Program FilesiHewlett-Packard|sanmgr!, Browse. .. |
Imstall=hield
Disk Space |

"Install bo:

Mext = | Cancel |

The recommended setup type, Install Everything, installs all Storage Area
Manager applications to the default location C:\Program Files\Hewlett-
Packard\sanmgr\.

To customize the Storage Area Manager installation, select Customize...
To change Storage Area Manager’s installation directory, click the Browse button.

To display the disk space of the management server’s drives, click the Disk Space
button.
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Multi-homed management servers

i'é’- HP OpenYiew Storage Area Manager Management Server Se

ManagementServer Local LAN Interface IP Address

‘fou have a multi-home machine, please select the IP address for the lacal Lan
interface to use ko communicate with the Hostagents,

InistallShield

= Back I Mext = I

Cancel

If the machine on which you are installing Storage Area Manager is multi-homed,

the Local LAN Interface IP address window displays.
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Custom Setup window

Custom Setup

i'él' HP OpenYiew Storage Area Manager Managemenkt Ser o ]

By default all options are selected For installation,

select Wihich HP Opentiew Storage Area Manager Management Server Features bo Install

HP Openiiew Storage Mode Manager
HP Openview Starage Builder

HPF OpenView Skorage Cptimizer

HP Cpenview Skorage Accountant
HP Openview Starage Allocaker

RIS IR

—Select Which Host Agent Deplovment Depots to Install
W windows W Trued The Host &gent: Deployment Depots include
¥  HP-UZ ¥  ovMs the software necessary ko enable
; deployment of the Host Agent software ko
v SN Sal v MNek
|I; ; oiars v SHuars SAM hosts, Installing these depots does
Linw: not ackually deployw the Hosk Agent.
¥ A
—Install to:
CiYProgram Files\Hewlett-Packard)sanmgr!, Browse. .. |

InskallShield

< Back | Mext = | Cancel |

To customize a Storage Area Manager installation, use the Custom Setup window
to specify which Storage Area Manager applications and which Host Agent

deployment depots to install.

The Host Agent deployment depots include the software necessary to enable
deployment of the Host Agent software to SAN hosts. Installing these depots does
not actually deploy the Host Agent. If you choose not to install a Host Agent
deployment depot for a specific operating system, but intend to manage hosts of
that type, you must install the Host Agent software locally (using the product CD)

on those machines.
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Ready to Install the Program window

i'é'n HP OpenYiew Storage Area Manager Management Serve |
I
Ready to Install the Program ‘
The wizard is ready to begin installation, Review the summary information e
carefully before proceeding. ‘ b

Summary of setkings:

Featurels) selecked:
HP OpenView Storage Node Manager —
HP OpenView Storage Builder
HP OpenView Storage Opkirmizer
HF OpenView Storage Accountant
HF Openiiew Storage dllocaker

HostAagent Deployment Depok(s) selecked:
Windows i

Click Install to begin the installation.
Click. Back ko make changes ko the setting.

Click. Cancel ko exit: this wizard.

InskallShield

< Back | Install

The Ready to Install the Program window displays a summary of Storage Area
Manager applications and Host Agent Deployment Depots that are selected for

installation. Click the Back button to make any changes. Click the Install button to
begin installation.
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Database Control Wizard

@hp OpenY¥iew storage area manager Database Control Wizard - |E||5|

Welcame to the Database Caontral Wizard. This wizard guides you through the process of setting
up & newr Storage Area Manager database.

Click the Mext hutton to continue.
#Z1hp OpenYiew storage area manager Database Control Wizard ] 3]

For optimal performance, we recommend you install the database directory and backup database
directary on separate physical drives.

Enter ar select an installation location for each directory, and click the Install button to continue

Database directary: IslHewIet't—Packardlsanmgnmanagememsewenﬂh Browse

Backup directory: |:rl—Packardlsanmgnmanagementsewenﬁmhackup Browse

< Back | Install = I Cancel Help

At the end of the Storage Area Manager installation process, the Database Control
wizard Welcome window displays. Use the Database Control wizard to create a

new database and change the database and backup directory locations from the
default location to a preferred location.

! Important

HP recommends installing the database and backup directories on separate
physical drives.
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Setup Assistant
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ﬁ;\ hp Open¥iew storage area manager Setup Assistant ﬂ

Introduction

Assistant StEPS
The Setup Assistant guides you through the initial setup tasks required by Storage Area
fanager. Upon completing the assistant vou will hawe set the storage domain name and
SNMP discoverny range, selected the Storage Accountant currency format (if applicable),
deployed the Host Agent sofhvare, activated Storage Allocater foptional), and stated the
dewice discowens process.

= Introduction
Get Ready To Start

Set Domain Hame

Set Discovery Ranges Uze the buttons at the bottom of the window to navigate through the aszistant. Click the Help
buttan to wiew more detailed information about the task that is currently displayed.

Select Accountant Currency
The Setup Assistant iz available one time only (after initial installation of Storage Area
Deploy Host Agents fanager). If you close the assistant prior to completing it, you will not be able to apen it

again. (However, the infarmation you enterad iz added to Storage Area Managers databasze.)
Activate Allocater

Summary Click the Next button to continue.

Start Discovery

Next:: Cloze | Help |

After installing Storage Area Manager, running the Database Control wizard to
create a new database, and adding permanent licenses (optional), the user interface
automatically starts and the Setup Assistant Introduction window displays.

Use the Setup Assistant, to complete the following tasks:

m  Set the storage domain name

m  Set the device discovery range(s)

m  Set the Storage Accountant currency type (if applicable)

m  Install the Host Agent software on all SAN hosts

m  Activate Storage Allocater on all SAN hosts (if applicable)

m  Start the device discovery process

Depending on the environment, additional setup tasks may be required, for
example:

m  Adding undiscovered hosts
m  Associating unknown devices
m  Associating inferred hubs

s  Renaming devices
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Getting ready to start

8-10

ﬁ:ﬂ hp Open¥iew storage area manager Setup Assistant ﬂ

Assistant Steps
Introduction
P Get Ready To Start
Set Domain Hame
Set Discovery Ranges
Select Accountant Currency
Deploy Host Agents
Activate Allocater
Sumiary

Start Discovery

Before You Get Started

“ouwill need the fallowing information to complete the Setup Assistant:

# The IP address of all devices discowered autof-band. See the kg
Operliiew sfarage 3rea manager insfallzfion quide to detarmine which
devices in your starage netwok are discoverad out-of-band.

® The uzername and pasavord of all hosts to which you intend to remotely
install the Host Agent software. The user name must hawe administrator or
root privileges.

“ou should alzo werify applicable settings for each host, which allow remaote
installation of the Host Agent from the management senver to the host. See the
installation guide for step-by-step procedures to determine and modify these settings.

Note: You can also click the Host Software Installation Checkdist button on the
Install Host Agent window to view a list of host requirements and settings.

If you intend to install and activate Storage Allocater, we recommend that the SAHN
hosts not be attached to the storage netwod until after Storage Allocater is
activated. Thisisto prewent multiple hosts from having accessto the zame storage
devices,

If you are activating Storage Allocater on an existing storage nebuoik and logical
unit security is being managed by zoning or another starage based security method,

= Back | Mext = Cloze | izl |

To use the Setup Assistant, you will need the following information:

The IP address of all SNMP devices (discovered out-of-band). See the Ap
OpenView storage area manger installation guide for a list of supported
devices that are discovered out-of-band.

The user name and password of all hosts to which you intend to remotely
install the Host Agent software. The user name must have administrator

privileges.

Note

Verify applicable settings for each host, which allow remote installation of the
Host Agent from the management server to the host. See the 4p Openview
storage area manager installation guide for step-by-step procedures to
determine and modify these settings. Alternatively, click the Host Software
Installation Checklist button on the Install Host Agent window to view a list of
host requirements and settings.
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Setting the storage domain name

I’i::‘l hp Open¥iew storage area manager Setup Assistank il

Set the Storage Domain Name

Assistant Steps
The starage domain uniguely identifies a management senver and its deployed hosts. Thisis

Introduction useful in enviranments in which multiple management servers are installed.  Modify the default
Get Ready To Start domain name to ensure that only this management server has access to its deployed hosts.
B= Set Domain Nathe After you setthe storage domain name, click the Next buttan to continue.

Set Discovery Ranges
Storage Domain

Select Accountant Currency
|DEFAULT_DOMAIN

Deploy Host Agents
Activate Allocater
Summary

Start Discovery

@\ hp Open¥iew storage area manager Setup Assistank ll

@ Flease verify the storage damain name that you entered.
You can not change the domain name within the Setup Assistant after you start deployment of host agents.

Do you want to proceed with the assistant now?

o |

= Back | Close | Help |

Storage Area Manager’s storage domain uniquely identifies a management server
and its deployed hosts. This is highly recommended in environments in which
multiple management servers are installed.

When you remotely install the Host Agent software on a SAN host, that host is
uniquely identified by the management server’s storage domain name. The host is
not available to any other management server. However, if you accept the default
storage domain name, DEFAULT DOMAIN, then deployed hosts may be
available to other management servers that are also using the default name.
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Setting the SNMP discovery range

8-12

x|
Set the SNMP Discovery Ranges

Assistant Steps
The SMMP discovery range is used to discaover interconnect and storage devices that establish

Introduction out-of-band communication with the host to which they are connected. The default range is
Get Ready To Start dynamically set based on the management server's IP address and subnet mask.
Set Domain Name If necessary, modify the default range to include the IF address of all applicable devices in your

storage network. Each device must also match the Read Community Mame and YWyrite
Community Mame of its discavery range. If a device has unigue community names, add a new
Select Accountant Currency discovery range for that device which reflects its unigue community names.

b= Set Discovery Ranges

Deploy Host Agents Click the Help buttan for a step-hy-step procedure and for mare information on optimizing the

Activate Allocater discavery process. After you finish modifying the SNMP discovery range, click the Next button to

cantinue.
Summary

Start Discovery Range Start {ar single ... Range End Read Community Name Yrite Community Name
15.265.0.1 |15.255.0.254 |puhlic |private |

#z2) Add Range x|

Start IP Address

[15.255.0.248

[ through
End IP Address

| i, | | |

Read Cammunity Mame

Close | Help |

[punlic

YWrite Comrmunity Mame

[private

0K | Cancel | Apply I Help |

The SNMP discovery range represents a range of IP addresses within which
Storage Area Manager attempts to discover devices it supports through out-of-
band communication. Qut-of-band communication refers to devices that
communicate with the management server using a protocol other than fibre
channel (for example, the SNMP protocol).

The Storage Area Manager discovery process searches the storage network for
each IP address within the discovery range and successfully discovers devices that
meet the following criteria:

The device is supported by Storage Area Manager
The device’s IP address is within the discovery range

The device’s read community and write community names exactly match
those represented by the applicable discovery range (the community names
are case sensitive)
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Note

The SNMP discovery range is used to discover interconnect and storage
devices that establish out-of-band communication with the management
server. You do not need to include SAN host IP addresses in the discovery
range because SAN hosts are discovered through the Host Agent software.

Important

To reduce the amount of time it takes to discover devices, minimize the
number of non-applicable IP addresses you include in a discovery range. For
example, if you have two devices with IP addresses of 15.83.3.1 and
15.83.3.75, consider adding two separate entries rather than one entry with a
range that covers both IP addresses.

-
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Selecting Accountant currency

{E! hp Open¥iew storage area manager Setup Assistant X

Select Accountant Currency

Assistant Steps
Before using the Accountant product, wvou must select a currency locale and format. The chosen

Introduction currency format will appear in Accountant windows and reports.
Get Ready To Start

Set Domain Name Select the desired locale and currency farmat;

Set Discovery Ranges

|Eng|ish (United States) LI |$ Ll
B= Select Accountant Currency

Deploy Host Agents Example of Currency Formatting:  §500.50
Activate Allocater
Summary

Start Discovery

I’E‘I hp DpenYiew storage area manager Setup Assistank 1'

@ Flease verify the currency format that yvou selected.
ou cannot change this setting after you have begun using Accountant.

Do you weant to proceed with the Setup Assistant now?

< Back | Close | Help |

Storage Accountant is able to display its financial data in many different locales
and currency formats. However, you must select the currency setting before
Storage Accountant can store information in the database. You cannot modify the
currency format setting after completing the Setup Assistant. The default settings
are based on the management server’s locale setting.
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Deployment process

- S S
-~ Management ~
P 7 Server ~
y - ipc$ ftp ~
/ + admin$ - ftp * rexec »
/ * rexec \
* telnet \
II Host Agent Host Agent Host Agent \
: I
]
\ /
\ /
N N Storage /
~ Network 7
- '
~ - -
~ ~ . Storage _ -~
Domain

Deployment of the Host Agent is performed using ftp and rexec to Unix hosts and
using admin$ and ipc$ for Windows hosts.

First time deployment requires Administrator access on Windows systems and root
access on Unix systems. Starting with the 3.1 release, the Administrator/root user
IDs are not required to perform the following deployment functions:

m  update the host agent framework
m  install and remove packages
m  send the Host Agent configuration information

Instead, these deployment functions are performed via the management server/host
agent JCORE/RMI communication path.
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Deploying Host Agent software

@\ hp Open¥iew storage area manager Setup Assistant ll

Assistant Steps Deploy the Host Agent

The Host Agent software containg components that enable in-band communication with devices

LU inyour starage netwark. This communication includes discovery and status monitaring.
Get Ready To Start
You must install the Host Agent software on all hosts to which storage or interconnect devices
Set Domain Name are connected.
Set Discovery Ranges

Storage Area Manager requires a user name and passwaord for each haost to which you intend to
Select Accountant Currency deploy the Host Agent. The user name must have administrator or root privileges.

P Deploy Host Agents In addition, each host must have the following settings enabled, which allow remate installation
Activate Allocater of the Host Agent fram the manage.ment SENEF?D the host. Seethe installation guide for
step-by-step procedures to determine and madify these settings.

Summa
L ® For'Windows NT and Windows 2000 hosts, verify the WINS settings and that the drive

Start Discovery on which the Host Agent will be installed is shared.
® For HP-UX, Salaris, and AlX hosts, verify that fip and execirexec are enahled.
® For Linux hosts, verify that rexec, wu-fipd, telnet, and rlogin services are enabled.

Click the Go to Deploy Host Agents button to continue. Once the Install Host Agent window
appears, click its Help button for mare infarmation on completing the Host Agent installation
procedure.

The Install Host Agent window also includes a troubleshoating feature. Ifinstallation fails an a
particular host, right-click the host in the Managed Host List, and select Deploy Hint fram the
shortcut menu to view mare information about the failure and how to correct it.

Go to Deploy Host Agents |

= Back | Ne>€t>m§ Close | Help |

Host Agent software contains components that enable in-band communication
with devices in the storage network.

The Host Agent software also contains components that enable performance and
capacity data collection for the Storage Optimizer and Storage Builder applications

Install the Host Agent software on all hosts to which storage or interconnect
devices are connected. Storage Area Manager offers two methods for installing the
Host Agent:

m  Remotely from the management server to each SAN host.
s Locally from the Storage Area Manager product CD.

To remotely install the Host Agent software to a particular operating system, you
must have installed that platform’s deployment depot when you installed Storage
Area Manager.

! Important

The Setup Assistant is able to activate Storage Allocater only on hosts on
which the Host Agent is installed remotely by the Setup Assistant.
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Adding SAN hosts to the deploy list
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#Z Install/Modify Host Agent Software o ] 4]
rInstallation Pre-Check
Host Software Installation Checklist .. |
~&dd Single Host Add Multiple Hosts
Host Mame or P Admin User Mame  Password Alternate IP
f | | | Add Hast | I Impart Hasts from File... I

~Managed Host List

Status | Host Marme | 05 Type | Current Process Step I Progress Lazt Evert I “ersion |
Z Running |ads-m0des‘to | |Authenticating Host: Updsting deploy serve... - |O|:1 2,2003 5354 | |
Select Al | [elete Selected |

~Host Software Action

IrstallModity, Selected Hosts | Stop Installing Exit

I

Help |

4
/&1 Import Host list from File - 10 x|
Host list File: I BEroweze for File... I
Add Hosts | Close | Help |

The Install Host Agent window offers three methods for building the list of hosts
on which Storage Area Manager attempts to remotely install the Host Agent:

s Add one host at a time to the list
m  Add multiple hosts to the list at one time
m  Import a list of hosts from a file

By default, the Managed Host List table contains a list of hosts that are in the NT

domain of the management server. These are usually only NT systems.

Note

Click the Host Software Installation Checklist button to view the system
requirements and required settings for each supported operating system.

Note

Hostnames are limited to eight characters for HP-UX, Solaris, and AIX hosts.
If you enter a hostname that has more than eight characters, any characters

beyond eight will be ignored.
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To add one host at a time:

1.

Enter the hostname or the IP address of the host to which you want to install
the Host Agent software in the Host Name or IP box. If this host is not within
the management server’s network domain, enter its fully qualified DNS
name.

Enter a user name for this host in the Admin User Name box. The user name
must have administrator, root, or superuser privileges for the host.

Enter the password for this user name in the Password box.

Click the Add Host button. Storage Area Manager confirms the hostname,
user name, and password and adds the host to the managed host list if all are
valid.

Repeat steps 2 through 4 for each host to which you want to remotely install
the Host Agent software.

To import a .txt file of hosts along with their usernames and passwords, click the
Import Hosts from File button.

The following restriction apply to this file:

It must be a .txt file.
The first line must contain the tag “hotlist”.
Each host must occupy a separate line.

The format for each host must be <hostname>, <username>, <password>.
Hostname is required. Username and password are optional.

Valid delimiters include commas, a black space, and a tabbed space.

For example:

<hostlist>
winhostl, userl, passl
winhost2, user2, pass2
uxhostl, userl, passl

uxhost2, user2, pass?
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Selecting which Host Agent packages to install

& Modify Selected Components: j282.modesto.nworks.local

Host Component Packa

- = Cormponert Instaliect Available Actior
&1 Install /Modify Host Agent Software Set Component F—— iy i—— to Take
~Installation Pre-Check Hostagert Core and Apps NOACTION
Java Rurtime Environmert 1412
Host Software Installation Checklist... | OVSAM HostAgert Frame... 1310077
OVEAM HostAgert DIAL |340.0.77
OVEAM HostAgert SCSI G... 310.0.77
~Add Single Host OWSAM HostAgert HEA G... [3.10.0.77
Host Mame or P Admin User Mame Password QVEAM Applications 510077
OVEAM Core Apps 310077
| | | OVSAM Builder Application 310077
OWSAM Optimizer Appliceti... 310.0.77
OVEAM Allocater Application 3.10.0.77
rManaged Host List

Host hame OF Type
e Talata N Py Avutherticating

Authenticating

Modify Password
Modify alternate 1P
Madify Host Camponent Selection

Re-Authenticate Host

~Configure Selected Package:

Supply connection information for an Oracle Application Management Plugin (AMP) running on & managed host. &
separate setup is reguired for each Oracls instance you wish to manage:

User Name: |
Host Skatus
Repair Hink Passwvoro |
Show Log Details oo I
Delete Host
COracle Home: |
Select All Delete Selected |
Host # S0 User Mame Dracle Home Loc. Status

Host Software Action

Installidodity Selected Hosts | Ztop Installing

add | Deete

Ok Help CANCEL

The Host Agent software includes two packages:

m  Hostagent Core and Apps: This is the Host Agent software’s framework
package and enables Storage area Manager’s device monitoring and device
collection activities. This package is required for all Host Agent software
installations.

m  Application Management Plugins (AMPs): This is a managed application
framework and enables Storage Area Manager to monitor and collect
capacity data from specific applications that reside on the SAN host. The
Host Agent software includes an AMP for each application it supports. These
package(s) are optional.

If you do not intend to use this package, you can save disk space by not
installing it. The Oracle AMP requires additional connection steps. AMPs
will be covered in more detail in the Storage Builder module.
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Status of Host Agent software deployment

@ Install/Modify Host Agent Software _ |E||l|
Installation Pre-Check

Host Software Installation Checklist... |

& Single Host Al Multiple Hosts
Hozt Mame or P Admin Uzer Mame  Pazsword Alternate IP
fzri1a mcivistratoy [ 204107 198 5 Acied Host | Ipart Hosts from Fils... |

Managed Host List

Status | Host Mame I 05 Type | Current Process Step I Progress Last Event | “ersion |
) Passed |ads-modssto [Windows 2000 (183 . |Authenticating Host: Completed. Oct2, 20035355 3100107 |
Select Al | Delete Selected |

~Host Softvware Action

Installfiadity Selected Hosts | Stopnstalling | Exit Help |

To initiate Host Agent installation, select the hosts in the Managed Host List
where you want to remotely install the Host Agent. Then click the Install on
Selected Hosts button to begin the installation process.

Storage Area Manager deploys Host Agent software to one host at a time, working
down the table. There is a progress indicator for each host in the table.
Additionally, there is an overall status indicator at the bottom left of the screen.

If a host fails installation, right-click the error message displayed in the Current
Process Step column, and select Repair Hint from the shortcut menu to display
troubleshooting information.

After installation is complete, click the Exit button to return to the Setup Assistant.
The Activate Storage Allocater window displays.
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Activating Storage Allocater
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Assistant Steps
Introduction
Get Ready To Start
Set Domain Name
Set Discovery Ranges
Select Accountant Currency
Deploy Host Agents
= Activate Allocater
Summary

Start Discovery

Activate Storage Allocater

MOTE: Ifyou did not install the Starage Allocater application, click Mext to skip this task.

To take advantage ofthe storage access contral provided by Storage Allocater, you must activate
the application an every hast that is running the Host Agent software.

W recommend that the SAN hosts not be attached to the storage netwark until after activation is
camplete. This is to prevent multiple hosts from having access to the same storage devices,
which may result in data corruption.

For existing storage networks on which LUN security is managed by an alternative security
method, you may want to skip this step and use the Allacater Activation wizard. The activation
wizard enables you to activate Starage Allocater an hosts that are using existing storage without
unplanned interruption to storage access.

To use the Allocater Activation Wizard, click Mext to skip this step, and run the activation wizard
after completing the Setup Assistant, starting device discovery, and adding undiscovered SAN
hosts as described in the Installation Guide. To run the Activation wizard, select Allocater
Activation Wizard from the Tools menu and Manage Host Agent submenu. Ifyou do notwant to
use the wizard, click the Go to Activate Allocater hutton.

Mote that same hasts may require a reboot in order to complete the Storage Allocater activation

pracess. The Managed HostList in the Activate Allocater on Selected Host window indicates
which hosts reguire a reboot.

Go to Activate Allocater |

= Back | Mext = Close | Help |

To take advantage of the storage access control provided by Storage Allocater, it
must first be activated on every SAN host within a storage network fabric.

Click the Go to Activate Allocater button to activate Storage Allocater within the

Setup wizard.

Important

-

Only activate Allocater from within the Setup wizard if installing Storage Area

Manager onto a new SAN.

For existing SANs with LUN security managed by zoning or another storage-
based security method, use the Storage Allocater Activation wizard after
completing the Setup Assistant, starting the discovery process, and adding
undiscovered SAN hosts.

For hosts that are behind a firewall, activate Storage Allocater locally after
configuring the firewall.

f WARNING
Hosts that have fibre channel HBAs and do not have Storage Allocater

activated will be able to access all the fibre channel SAN storage, which could

cause a multiple writer situation and data corruption.

f Caution
If using an instant on license to evaluate Storage Allocater, be sure to enter a

permanent Storage Allocater license or deactivate Storage Allocater before the

instant on license expires. Failure to do so will compromise functionality
within the storage network.
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Activate Allocater on selected hosts window

{2 Activate Allocater on Selected Hosts

=lolx]|

\\\\\\\\\\ on Pre-Check

HostEonware Installztion Checklist.. |

Add Multiple Hosts

rAdd Single Host
Host HarmeorlF Adrmin UserNarme Fassyord
I Add Hast | Addmultiple Hasts... |
rManaged Host List
Status I Host Mame I 05 Type | Current Process Step | Progress I Last Event I Activated? I Reboot? |
llacalhost [WINDOWS 5.0  |Hostagent installation succeeded on hostlocalh . [ 0% |Sep1,2002 42506 PM  |ho |ho

Select All Delete Gelected | Save List ToFile. . |

Host Software Action

Exit Help

Activate Allocater on Selected | StopActivating |

|| 1% | sTaTUS:

If choosing to activate Allocater from within the Setup Assistant, build the list of
managed hosts using the same techniques described for Host Agent deployment.
When done, select the hosts on which you want to activate Storage Allocater, and
click the Activate Allocater on Selected Hosts button.

Note
If a host fails activation, right-click the error message displayed in the Current
Process step column, and select Repair Hint from the shortcut menu.

Reboot all hosts that indicate Yes in the managed host list’s Reboot column.
Windows and Solaris hosts require a reboot to complete the activation process.

Caution

If you activated Storage Allocater on the management server (localhost), do
not reboot the management server until have you have completed the Setup
Assistant procedure and the host is listed in the Storage Are Manager
Resources tree. If you do not reboot a host that requires a reboot to finish the
activation procedure, LUN security will not be active on that host.

/\
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When you activate Storage Allocater on a Solaris host, do the following before
rebooting:

Back up the /kernel/drv/<driver name.conf> file for the HBA driver.

Edit the max_luns_per_target value in the sd_fcst.conf file. This value
controls the number of LUNs that Storage Allocater will look for on each
SAN target. The default value is 256, but for improved performance, HP
recommends setting max_luns per target to the largest number of LUNs that
is configured on any disk array in your storage network.

f Caution
Due to possible problems when scanning all the possible LUNs in an array’s

-

address space, setting this variable is particularly important for Emulex HBAs.

Important

If activating Storage Allocater on a Solaris or Linux host, see the 4p OpenView
storage area manager installation guide for additional steps that must be
completed after activating Storage Allocater.
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Reviewing the Setup Assistant summary

ﬁ::'\ hp Open¥iew storage area manager Setup Assistant ﬁl

Assistant Steps
Introduction
Get Ready To Start
Set Domain Name
Set Discovery Ranges
Select Accountant Currency
Deploy Host Agents
Activate Allocater
B Summary

Start Discovery

Summary

This screen summarizes the activity completed by the Setup Assistant thus far. Review the
information below, then click the Mext button to continue.

~Domain name

KingvaleSAR2

—EhIMP discovery range

16.265.0.248

—Hosts with the host agent deployed

152560171
localhost

Hosts with the allocater activated

= Back | Close | Help |

Review the summary information provided by the Setup Assistant. To make
changes, click the Back button to return to previous windows.

Note

If you deployed the Host Agent software to any hosts earlier in this assistant,
you cannot return past the Set the SNMP Discovery window.
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Starting device discovery

x
Start Discovery and Finish

Agsistant Steps

_ This caompletes the Setup Assistant. Click the Finish button to start the device discovery process
Introduction )
and close the assistant.

Get Ready To Start
CALTION: ITyou disconnected SAN hosts fram the storage netwoark as part of the process to

Set Domain Name activate Storage Allocater, make sure you reconnect thern BEFORE you click the Finish
button. Also, make sure you rebooted all SAN hosts that indicated a required reboot on the

Set Discovery Ranges . :
Activate Allocater on Host Agent window.
Select Accountant Currency
“iew the installation guide for additional tasks to complete once Storage Area Manager has
Deploy Host Agents discovered the majority of devices in vour storage network, These tasks include:
Activate Allocater

* adding any undiscovered hosts

Summary ® associating inferred hubs and unknown devices
* renaming devices

= Start Discovery

Finish |

Initiating the discovery process is the last installation step. Once initiated, Storage
Area Manager begins discovering devices based on the information entered in the
SNMP Discovery Ranges and Install Host Agent windows.

Before clicking the Finish button to initiate the discovery process, be sure to verify
that all hosts requiring a reboot were rebooted, and that any hosts disconnected
from the storage network as part of the Allocater activation process have been
reconnected.

After clicking the Finish button, click Yes to confirm the initiation of the discovery
process.

If the environment uses firewalls, click No. Configure firewalls, as described later
in this module, before initiating the discovery process.
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About discovery cycles

@ DEFAULT_DOMAIN - hp Open¥iew storage area manager ;IEIEI

File ‘iew Tools Help

@t AGRSEHISSHER M
DEFALILT DOMAIN M Storage Domain: DEFAULT_DOMAIN v

ﬁ Storage Metworks
-@ Hosts Hame | Listl Mode: Managerl Capac'rtyl Performancel Accountingl LUN Allocaﬁnnl
é Interconnect Devices
=) Bridlges hp OpenView ‘ storage node manager
| Storage Devices storage area manager m

=) NAS Devices

= . Integrated and certralized invent
'é Unknown Devices storage area management

:E Organizations across distributed, multivendor
Managed Applications storage resources.

storage oplimizer

storage bui

qe ity

Resources | Applications
FS. 4
Storage Events Event Filter INona > {9 ﬂ% % x % g q ? Total Events: 707 Displayed Events: 707
Acknowled.. |Severﬂy |Occurred |Source i |Ca§gory ‘Evem Type |Message
| G informational  May 20, 2003 £:03:55 P PDT [ |ccountart  [LUN_DELETED LM D 1328688 Deleted =+ |
| G informational |May 20, 2003 £:03:55 P PDT | |accountart — |LUN_DELETED |Lun 1D 1328886 Deleted ';l

| =
=) ‘ e

T

The discovery indicator near the bottom right of the window changes to a progress
bar, which shows that the discovery is in progress. Devices are added to the user
interface as they are discovered. When the progress bar reaches 100%, the

message changes to Discovery On, indicating that the ongoing discovery process is
enabled.

Depending on the size of the SAN and the speed of the devices, the initial

discovery cycle may be lengthy. Storage Area Manager may require two discovery
cycles to report all devices.

Device discovery runs continuously. SAN Host LUN collection runs every 15
minutes and is user configurable. To manually start a comprehensive discovery,
select Start Comprehensive Discovery from the Tools menu.
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Setting default deployment options

2 Configuration

le—_Q Cortacts 4 Manage Host Agent: Server
-4 Dizcovery

& Additionsl SAN Hosts
4 Prowy Devices Set Timeout For: Autherticate LI ISDD seconds.
3 ShMP Dizcovery Ranges
4] Storage Dotmain

& Timeouts

Operating System Selection
- Events P g =y
E £ Hourly Cleanup IHP-U)( 110 (PA-RISC) = l

~Timing & Cleanup Parameters...

4 Tiring
3 Triggers
— Licensing ~Host Componert Package:

Z: £ Managed Applications Setup

2 once e ||
@tr‘gn:;ﬁ:r:mt L Hostagent Core and Apps INSTALL =
3 et Java Runtime Environment 1.4.1.2

= Reports O SAM HostAgent Framework 510085
£ File-Detailz CWVEAM HostAgent DIAL 3.10.0.85
— 4 Junk File OWVEAM Hostagent SCSI| Gateweay |3.10.0.85
<% Largest N-Directories O SAM HostAgent HEA Gateweay (3.10.0.85
— & Largest N-Files OV AM Applications 310085
— <% Managed Applications OYSAM Core Apps 5.10.0.85
L— <> Stale Files OWEAR Builder Application 5310085
= Scheduling OWVSAM Optirmizer Application 310085
— | il O SAM ASllocater Application 3.10.0.85

4 Capacty Collection VT NOACTION =]

% Capactty Summarization
L— € Core Collection

E- 4 Thresholds & &lerts o
] Capacity
£ Managed Applications LI

@| Ok I Cancel ARl | Help |

The Manage Host Agent: Server window enables you to configure timeout settings
for each Host Agent action. This window also enables you to set the default Host
Agent package installation settings for each SAN host operating system. For
example, you can set as a default to install the Storage Area Manager Oracle AMP
on HP-UX hosts.
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Enabling/disabling the client exception dialog

{21 Configuration

& Contacts
] Discovery

% Manage Host Agent: Client

&

~Client Exception Dislag

© Adotionsl SAN Hosts
@ Proxy Devices

5 ShMP Discovery Ranges
& Storage Domain

Enshle Exception Dialog:

E ke Hourly Cleanup
@ Managed Applications Setup

L Tineouts
o Tirming
E: I—Q Oracle

" Install Muodily Host Agent Sultware
rstabuion Pre. Check

= € Events
© Trigers
o hanage Host Agent

4 Server
— € Performance Charts

P—
' Enable (" Disable

Settings control whether this dialog
displays during Host Agent deployment

Abernale P

(=]

Ak Muipi: Hosts

Ao Host I

Errors or W.

— € Performance Data Collection mﬁ:::“p g Ligee o B d
- 43 Repors l

% Flle-Details | J |

z iunk Fs‘lleN Directori MT

argest N-Directories
Rbus Hered Nowrss O T

o Largest N-Files o - [ o [

@ Managed Applications & Panrent ,«J gl

© Stale Files I Ry o

o

Corret Prioxss Shep

=] 40" Errors or Warniings Occurred

[Imeress [0 et et

= 4 Scheduling

d During : InstalliModify Host Agent

o Capacity Collection

Husd Name

% Capacity Summarization
& Managed Application Callection

2
E@ Performance Data Retertion
& Storage Accountant Biling Cycle

=]

=

Fport Hosts from File.
[ wmrsiom |
=lolx)| =
[ Curren Process Step |

Fadend . Uty -
Aertical | Srstem woabwel{15.23.155 537 cond...
_mﬂlcm Host Faded st Upcating deploy server,,

Curmrectiun fu gert on system urdeal 101 5.43.215.1057 faded chim..

e or moen doginyment ok fnded to be udheniicaed e che
A crtical taire has cored, System ekl 0(15.43.215.105) o =

_L'A'E O more depioymient 10015 1aded bo retneve vald intormation dus
= |

The Manage Host Agent: Client window enables you to enable or disable the
Exceptions window, which identifies any failed hosts after a Host Agent action
(installation, modification, uninstallation, update, or add access) completes.

Selecting Enable will display the Error or Warnings Occurred window upon
completion of the action if one or more of the selected hosts failed the action. The

default selection is Enable.
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Post installation tasks

After installing Storage Area Manager on the management sever, deploying the
Host Agent software, and starting the initial discovery cycle, it may be necessary,
depending on the environment, to perform the following additional tasks:

Rev. 3.43

Customize discovery

e  Add additional SAN hosts

e  Configure proxy devices

Install and configure management clients
Update host access (if local installs performed)
Add licensing information

Customize Storage Area Manager configuration:
e DHCP

e  Passphrases

e  Firewalls

Install and configure MoM stations (discussed later)

Integrate with other OpenView applications (discussed later)
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Adding undiscovered SAN hosts

I@\ Configuration zl

- & Contacts

- £ Discovery
ditian 4

Proxy Devices

£ SMMP Discovery Ranges

4 Storage Domain

& Timeouts

Events

£ Hourly Cleanup

£ Timing

& Triggers

Discovery: Additional SAN Hosts

SN Host(s) |

El- € Manage Host Agent ﬂ:i‘l Add SAN Host il
@ Client - | |||}
& Server = DS Mame
----- % Performance Charts
----- & Performance Data Collection |bumh|ebee.rnse.hp.l:nm
B € Repots
----- £ File-Details " IP Address
----- & JunkFile
----- & Largest N-Directories I

----- £ Largest M-Files

----- % Stale Files |
B % Seheduling Ok | Cancel | Apply I Help

----- £ Capacity Collection
----- & Capacity Summatization
----- % Perfarmance Archiving
----- % Storage Accountant Billing Cycle
El- € Thresholds & Alerts
Ly Capacity

Edit... | [elete |

QK | Cancell ARl | Help |

In some cases, Storage Area Manager is unable to discover a SAN host on which
Host Agent software was installed. Add these hosts as Additional SAN Hosts in
the Configuration window and Storage Area Manager will contact the host
directly.
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Configuring proxy devices

Rev. 3.43

x|

E@ Cortacts ISl % Discovery: Proxy Devices
-+ & Dizcovery

3 Additional SAM Hosts e e -] A Eclit | Delete |

-

£ SHMP Disc:ovetry Ranges Mame ||p Address |Type
£ Storage Damisin Remate Management Appliance |1 05773 |

% Timeouts TigerPol Management Applisnce |1D.5.?.1D | |
-4 Events

4] Hourly Clesnugp
] Tirning
@ Trigoers

Z: & Managed Applications Setup

L © Oracle
@ Manage Host Agent
|: £ Clent
& Server
— % Performance Charts
— % Performance Data Collection
= ¢ Reports
=% File-Details
% Junk Fil
— @ Largest M-Directories
=% Laryest M-Files
% Managed Applications
— £ Stale Files
=+ ¢ Scheduling
% Capacity Collection

—% Capacity Summarization -
P e
4« I_>I_I

@| | 0K | Cancel Apply Help

In some cases, a storage resource serves as a proxy for another storage device. In
these cases, Storage Area Manager must discover and interact with the proxy
device to manage the storage device that it supports. For example, the hp
StorageWorks management appliance is a proxy device for the hp StorageWorks
EVA Arrays.

Add proxy devices in the Configuration window.



HP OpenView Storage Area Manager Fundamentals

Setting up management clients

; hp DpenYiew storage area manager - GUI download - Mi(rqs"uﬂi 1 = Dil!

[ [ ..

== http:// managementserver:8040

0 -

invent

hp OpenView storage area manager - GUI downloads

Dovnload the remote client GUI for your operating system:

+ Download Windows Remote Chent GTT [Win2k, WinXP]
s Download HP-TIX Remote Client GTIT [HP-UX 11.00]
* Bequires Netscape Browser installed and in $PATH wariable
* Requires HP-UX JEE
* HP-UX Client Install script
* HP-TX Chent Un-Install script
+ Download Selans Bemote Chent GUT [Solaris 8]
* Requires Netscape Browser installed and in SPATH variable
* Recquires solaris JRE
* Solaris Client Tnstall script
* Solaris Clent Un-Install script

Dovinload the Manager of Managers(VIoM) GUI for your operating system:

s Download Windows Molf GUT [Win2k, WinXP]
+ Download HP-UZ{ Mol GUL [HP-UX 11.00]
* Requires Netscape Browser installed and in $PATH variable

*

Recuires HP-TI JEE
* HP - Mom Client Install script

&7 [ | |4 ntermet

a e

Configure hp OpenView storage area M ver:

o Add your chent's IP Address to the authonzredChent access hst.

To start Storage Area Manager and perform management server tasks remotely, set
up management clients. To install management clients for each supported
operating system, access the GUI download page available on each management
server by opening a browser and entering the following address:
http://<hostname>:8040.

Note
Also use this GUI download page to remotely install MoM clients.

After installing the user interface on the management client, authorize the client to
access the management server. Click the Add your client’s IP Address to the
authorizedclient.dat link at the bottom of the download page.

This procedure writes the client’s IP address to a file on the management server
called /config/authorizedclients.dat, which lists the IP addresses of all hosts that
have permission to access the management server.
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Access control files

SAN Host
Management Server 15.16.17.18
15.100.101.102
access.dat
authorizedClients.dat entry
entries
15.100.101.102

V4
15.16.17.18 &

Management 15.111.222.333
Client
15.19.20.21 15.19.20.21

Access control files reside on both the management server and each SAN host.
m  Management server: sanmgr\managementserver\config\authorizedClients.dat
m  SAN host: access.dat

e  Windows: sanmgr\hostagent\config

e  Unix: opt/sanmgr/hostagent/config

The management server access control file contains entries for each SAN host to
which it has successfully deployed Host Agent software. It must also contain
entries for any management clients that require access. Entries for management
clients are made manually or through the management server GUI download page
(recommended).

Likewise, the SAN host access control file contains an entry for the management
server from which the Host Agent software was successfully deployed.

If a local install of Host Agent software was performed, use the Update Host
Access feature to ensure access control files are properly synchronized.
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Updating host access

@ KINGYALEB_SANZ - hp Open¥iew storage area manager
gte view [IREEY ter

=10l ]

Start Comprehensive Discovery L

aD f

Storage Accountant

Storage Allocater
Storage Bullder
Storage Node Manager
Storage Optimizer

Configure Security

il v v v v -

Install Host Agent Software
Remove Host Agent Software. ..

Add Global Application Link..
Edit Global Application Link.

Update Host Agent Software..
Update Ho:

Global Application Laumch

Activate Storage Allocater

Configure...

Deactivate Storage Allocater

Storage Allocater Activatio

|
e Domain: KINGVALEB_SANZ
tl hode Managerl Capacihfl F'erfurmancel Accuuntmgl LU Allucatiuﬂl

storage node manager

=) Update Host Agent Software [_ O] %]
| rAdd Single Host v Add Muttiple Hosts
Host Mame or IP Admin User Name Passwaord Alternate [P
| | | | Al Host | Impoit Hosts from File |
rManaged Host List
Status | Host Marme | 05 Type | Curtent Process Step I Progress Last Evert I “ersion I
Res [sb-mango rose . [windows 2000 04-32)  [suthenticating Host: Completed hiow 5, 2003 21333 PM | |
- E Running |sb—ﬂuma rose.h. | Windows 2000 (1A-32) Host: Updating deploy server .. _ Mo 6, 2003 10:42:53 AM | |
Stora
Ackni
TS
2]
Select Al E(ete Selected |

Haost Software Action

UiprEte o Selected Hosts: |

Stop Updating

Exit Help

As with IP addresses in the access control files, the storage domain is set during
the remote Host Agent deployment process. If a local installation of the Host
Agent was performed or the storage domain name was modified after remotely
deploying the Host Agent from the management server, use the Update HostAgent
Access feature to synchronize the management server and SAN host.
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Using DHCP with SAN hosts and management clients

Dynamic Host Configuration Protocol (DHCP) is supported for both management
clients and SAN hosts. However, special configuration is required for management
clients to enable support. Configuration depends on how tightly coupled DNS and
DHCP are in the storage environment.

DHCEP leases for SAN host must be long-term. A /long- term lease means the IP
address is assigned and does not change as long as the SAN host is up and
running.

Short-term leases (or anything that causes the IP address to change while the SAN
host is up and running) result in multiple copies of the same host being discovered
and mapped.

Configuring management clients in tightly coupled environments

If DNS and DHCP are tightly coupled in the environment (for example, if the
management server and management client are part of a corporate intranet),
complete the following steps to enable DHCP support:

1.  Open a web browser.

2.  Enter the following address: http://<hostname>:8040, where
<hostname> is the hostname or IP address of the management server.

Press the Enter key.

4.  Click the Add your client’s IP address to the authorized Client access list
link.

5. Enter the fully qualified hostname of the management client in the IPAddress
field.

6. Enter a Storage Area Manager user name in the User Name field.
7.  Enter a Storage Area Manager password in the Password field.

8.  Click the Submit button.
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Configuring management clients in loosely coupled environments

Management  Add password to
Server authorizedClients.dat

LAN

Management Add password to
Client SanManager.cfg

password = mypassword
IP Addresses

Internet
Service Provider

If DNS and DHCP and are not tightly coupled in your environment (for example,
if the management client is using an Internet Service Provider (ISP) to connect to
the management server), complete the following steps to enable DHCP support:

1.

At the management server, go to the <install
directory>\sanmgr\managementserver\config directory.

Open the authorizedClients.dat file in a text-editing application.

Go to the end of the file, and enter a password for the management client on a
new line.

The password can use alphanumeric characters, must not have embedded
spaces, and is case-sensitive.

Save and close the file.

At the management client, go to the <install directory>\sanmgr\client\config
directory.

Open the SanManager.cfg file in a text-editing application.

Go to the end of the file, and enter the password on a new line, as follows:
PASSWORD=<password>

For example, enter PASSWORD=mypassword

Save and close the file.

Note

The password is protected by encryption when the management client attempts
to log onto the management server.
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Configuring passphrases

ﬁ:g'\ Interconnect Devices - hp Open¥iew storage area manager = |EI|1|

File Wiew Tools Help

GO RGNS E| D SR

E- J DEFAULT_DORAIN
[ Storage Metwarks

™= Interconnect Devices

[[&) Hosts List | Modle Managerl Performance I
: Interconnecka
Select ...
L= storage [?e\ Wigw in New Windaw Prodn. | Verdar Modal
-\é NAZ Device| Search Tree..,
L= Unknowwn Dn = m
[=5] Organizatior L=k
Managed Ay
Remave All Passphrases. ..
ﬁ:i\ hp Dpen¥iew storage area manager Passpl ﬂ
Resources I Applicatior
aw L ! . Select Devices within Group
Passphrase Configuratio...
Storage Events Event Filt Select one or more devices within one group forwhich to set passphrases. Devices in
Welcome the same group share the same passphrase information and passph can be set
Acknowled... Severt » Select Devices in Group for all devices within that group at once.
rmaj_o Set Passphrases The passphrase information you enter in the nexd step will be used for all devices
Maj.o selected here.
K hzjo
Maio Selected I Device Name | Vendor Mame |  Configured Folcer
7 I £ Y- SE4Bott Erocade fes FahricBottam | &
r SE4Bott1 Brocade Mo FahricBaottam
= r SH4Bott4 Erocade Mo FabricBottom —
W SE64Bott3 Erocade Mo FabricBottom
W =381 Brocade Mo FabricBottorn
¥ SE4Botth Erocade 0] FabricBottom
= T R e |ectwinooso |
Select All Devices in Group | Toggle Selections |

Select Unconfigured |

Mext = | Close | Help |

Brocade switches, configured through DPIs, require a username and password for
data collection. Currently, Brocade devices are the only devices that support
passphrases.To enter the appropriate username and password for a device, right-
click the device and select Configure Passphrases... from the shortcut menu. The
procedure launches a dynamically generated dialog that matches the particular
needs of the selected device. If the device does not need or does not support
passphrases, then the shortcut menu option is disabled.

To set passphrases for multiple devices at a time, right-click the Interconnect
Devices node and select Configure Passphrases... from the shortcut menu. The
procedure launches the Passphrase Configuration wizard.

If a passphase has not been entered and Storage Area Manager has difficulty
collecting data from the device, an event will be generated.

To remove passphrases, right-click the device and select Remove All Passphrases
from the shortcut menu.
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Configuring multi-homed systems

Management _
SeTer Edit commIpAdar.txt
Secondary Interface | | Primary Interface

SAN SAN SAN
Host Host Host

A multi-homed system is a system that houses multiple network interface cards.
Extra configuration steps are necessary ifthe management server is multi-homed

and the interface through which the management server communicates with
the storage network is not its primary interface the SAN host is multi-homed
and the interface through which it communicates with the storage network is
not its primary interface AND the host agent software was installed locally

Configuring multi-homed management servers

You may enter the alternate IP address for the management server during initial
installation using the Setup Assistant. Alternatively, you may use the following
procedure:

1.
2.
3.

9]

L 0 =

11.
12.
13.

Close Storage Area Manager if it is open.
Stop the HP OpenView SAM Management Server service.

Go to the C:\Program Files\Hewlett-
Packard\sanmgr\managementserver\config directory.

Open the commIpAddr.txt file in a text-editing application.

Add the IP address of the interface that the management server uses to
communicate with hosts and devices in the storage network.

Save and close the file.
Go to the C:\Program Files\Hewlett-Packard\sanmgr\client\config directory.
Open the commIpAddr.txt file in a text-editing application.

Add the IP address of the interface that the management server uses to
communicate with the storage network.

Save and close the file.
Go to the C:\Program Files\Hewlett-Packard\sanmgr\mom\config directory.
Open the commIpAddr.txt file in a text-editing application.

Add the IP address of the interface that the management server uses to
communicate with the storage network.
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14. Save and close the file.
15. Start the HP OpenView SAM Management Server service.
16. Update the host’s access.dat file, as follows:
Start Storage Area Manager.
b.  From the Tools menu, select Update Host Agent Access

c. Inthe Managed Host List, select the host(s) to update, and click the
Update Access on Selected Hosts button.

f Caution
Do not update host agent access on the localhost (management server).

d.  Click Exit to close the Update Host Agent Access window.

Note

If the procedure in step 16 fails, open the access.dat file in
sanmgr\hostagent\config (Windows) or opt/sanmgr/hostagent/config (Unix),
enter the IP address of the management server, and save and close the file.
Stop and restart the HP OpenView SAM Host Agent service.

Configuring multi-homed management clients
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Perform the following procedure at each multi-homed management client:
1. Close Storage Area Manager, if it is open on the management client.
2. Go to the C:\Program Files\Hewlett-Packard\sanmgr\client\config directory.
3. Open the commIpAddr.txt file in a text-editing application.
4

Add the IP address of the interface that the management client uses to
communicate with the management server.

9]

Save and close the file.
6. Open a web browser, and enter the following URL:
http://<management server hostname or IP address>:8040

7. Click the Add your client’s IP Address (of Fully Qualified Hostname) to the
authorizedClient access list link at the bottom of the page.

8.  Enter your Storage Area Manager user name and password in the User Name
and Password boxes.

9.  Click the Submit button.
10. Start Storage Area Manager.
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Configuring multi-homed SAN hosts

Perform this procedure for multi-homed SAN hosts on which you performed a
local installation of the Host Agent software from the Storage Area Manager CD.
This procedure is necessary only if hoth conditions (multi-homed and local
installation) exist.

1.

10.
11.

Stop the appropriate service or processes at the SAN host.

e  For Windows-based SAN hosts, stop the HostAgent service.

e  For Unix-based SAN hosts, stop the HostAgent process.

Go to the <install directory>\sanmgr\hostagent\config directory.

Use a text-editing application to open or create the commIpAddr.txt file.

Add the IP address of the interface that the SAN host uses to communicate
with the management server.

This file must contain one IP address entry only. The entry must be a valid,
configured IP address.

Save and close the file.
Open a web browser, and enter the following URL:
http://<management server hostname or IP address>:8040

Click the Add your client’s IP Address (of Fully Qualified Hostname) to the
authorizedClient access list link at the bottom of the page.

Enter your Storage Area Manager user name and password in the User Name
and Password boxes.

Click the Submit button.

Start the service or processes stopped in step 1.
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About Storage Area Manager firewall support

When Storage Area Manager components are separated by a firewall, ports on
either side of the firewall need to be configured to allow communication. Storage
Area Manager’s components include:

Rev. 3.43

Storage Area Manager management server

Storage Area Manager management client

Storage Area Manager Host Agent software

Storage Area Manager bridge

Storage Area Manager command line user interface (CLUI)

Storage Area Manager MoM (Manager of Managers)

The following restrictions apply when configuring Storage Area Manager to
support firewalls.

Firewall implementations that use network address translation (NAT) are not
supported.

Firewall implementations must support and use TCP state tracking (also
called connection tracking).

When Storage Area Manager management client, CLUI, and MoM are
configured for firewall usage, you can run only instance of a configured
component per machine. For example, you cannot run two firewall configured
management clients at the same time on the same machine.
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Configuring firewall support

Client -
TCP: 3870, DP1 I
-} Lt
TCP. DP2 -’

Host Agent

Mgt Client

UDP: 161 (SNMP)
TCP: 8040
> *or 162 (SNMP) SNMP

Web Browser Managed Device

=i TCP 8041
: 1 : al
MoM Dynamic ports are shown as DP1, DP2, DP3, and DP4. ‘f -f
Bridge hp Opén\r'iew
Applications

The following summarizes the tasks required to configure firewall support for
Storage Area Manager.

L.
2.

7.

Determine where firewalls will separate Storage Area Manager components.

Determine the port numbers to be used for communications between the
Storage Area Manager components separated by firewalls.

Configure the firewall to allow communication between Storage Area
Manager components.

Install the Storage Area Manager components. Host Agents separated from
the management server by a firewall need to be installed locally.

Stop the Storage Area Manager components that require configuration to
communicate through the firewall.

Configure the Storage Area Manager components on either side of the
firewall where inbound traffic is being blocked or filtered.

Start Storage Area Manager Services and Discovery.

Determine where firewalls separate components

The network communications between Storage Area Manager components is
shown in the picture above. The figure shows the default ports and protocols used
for network communication where the port numbers represent the listening TCP or
UDP ports used by the Storage Area Manager component. The arrows show the
direction of the communication through the firewall.
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Determine the ports used for communication

Rev. 3.43

Storage Area Manager components use fixed and dynamically allocated port
numbers (represented by DP1, DP2, and so on). Dynamically allocated ports need
to be changed to fixed ports when a Storage Area Manager component is on the side
of a firewall where ports are blocked in the direction in which communication
travels to a component.

For example:

m  [famanagement server and Host Agent are separated by a firewall that blocks
most traffic from the management server to the Host Agent, but allows all
traffic in the direction from the Host Agent to the management server, then
the dynamic ports on the Host Agent must be configured as fixed, while the
dynamic ports on the management server may remain dynamic.

m  [famanagement server and Host Agent are separated by a firewall that blocks
most traffic in both directions, then the dynamic ports on both the
management server and the Host Agent must be configured as fixed.

The listening ports used by Storage Area Manager components are summarized in the table
below.

Storage Area Manager Firewall Ports

Component Listening TCP Ports Listening UDP Ports
Management Server 2715, 2600, 3869, 8040, DP1, 162
DP3, DP4
Host Agent 3870, DP1
Management Client DP1
Management Client (CLUI) DP2
MoM DP1
Bridge 8041, DP1
SNMP Devices 161

For each Storage Area Manager component separated by a firewall, determine
which dynamic port numbers need to be changed to fixed port numbers. When
deciding upon which fixed port number to use, the following rules apply:

m  Port numbers must be valid TCP or UDP port numbers between 1 and 65535.
A value of zero results in a dynamic (or random) available port number,
which is not valid for firewall configurations.

m  Port numbers must be available ports on the machine on which the
component is running.

m  Port numbers cannot be duplicated for components running on the same
machine (for example, if the management server and management client are
running on the same machine, they must specify different ports). However,
different components running on different machines may overlap port
numbers to minimize the amount of ports to open on the firewall.
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When deciding on what ports to use, you may need to consider the following
situations:

The management server discovers SNMP managed devices via the SNMP
protocol. This protocol uses UDP ports 161 and 162. The management server
receives SNMP traps on UDP 162 and the SNMP managed devices receive
SNMP requests on UDP 161. SNMP managed devices may be separated from
the management server by a firewall. In this case, the firewall must allow
traffic from the management server side to the SNMP managed device(s) side
on UDP 161. Additionally, the firewall must allow responses from the SNMP
managed device to arbitrary UDP ports on the management server.

Telnet on TCP port 23 needs to be opened on the firewall if you want to
perform the right-click Telnet operation from the management client to hosts
(where the hosts are separated from the management client by a firewall). If
this functionality is not desired, the port does not need to be opened.

HTTP is used to access certain device managers. The ports used depend on
the individual device managers. See your device manager documentation for
more information.

Configure the firewall

The firewall needs to be configured to allow communication between the Storage
Area Manager components separated by the firewall. The firewall must be
configured to open the TCP and UDP ports as determined in previous sections.

Note

For specific instructions on configuring your firewall, see your firewall
documentation.

Install the Storage Area Manager components

After configuring the firewall, install the Storage Area Manager components. If
Storage Area Manager has already been installed, begin with step 7.

1.

2
3.
4

Install Storage Area Manager.
Create a database.
Optionally, install licenses.

Run the Storage Area Manager Setup Assistant. Skip the Host Agent
installation and Storage Allocater activation procedure for hosts that are
separated from the management server by a firewall.

At the end of the Setup Assistant procedure, click the No button to prevent
discovery from starting.

Use the local Host Agent installation procedure to install the Host Agent
software on all the hosts that are separated from the management server by a
firewall.

Rev. 3.43



Installation

Note

The Host Agent software cannot be deployed through a firewall.

After performing the local installation, do not perform the necessary steps to
synchronize the management server and hosts. This step will be performed

later.

7.  Exit the Storage Area Manager management client.

8.  Stop the services that need to be configured to communicate through the
firewall. The services can include:

e  Management server services: HP OpenView SAM ManagementServer;
HP OpenView SAM Embedded DB

e  Host Agent software: HP OpenView SAM Host Agent; HP OpenView
SAM OpenDial

e  Bridge service: HP OpenView SAM Bridge

Configure the Storage Area Manager components

Configure the dynamic ports of the Storage Area Manager components on either
side of the firewall where inbound traffic is being blocked to use fixed port

numbers.

1. Open the file(s) shown in the table below for each Storage Area Manager
component where a port needs to be changed from a dynamic port to a fixed
port number. The file can be opened in any text editor.

2. Assign a valid, fixed port number for the RMI _PORT setting. Dynamically
assigned ports appear as RMI_PORT=0.

3. Save and close the file(s).

Storage Area Manager component port setting files

Component Port

File Name

Management Server DP1

<install directory>\managementserver\config\ServiceManager.cfg

DP3 <install directory>\managementserver\config\AAServerComponent.scp
DP4 <install
directory>\managementserver\config\PassphraseCacheComponent.scp
Host Agent DP1 <install directory>\hostagent\config\ServiceManager.cfg
Management Client DP1 <install directory>\client\config\ServiceManager.cfg
Client (CLUI) DP2 <install directory>\client\config\ServiceManager.clui.cfg
MoM DP1 <install directory>\mom\config\ServiceManager.cfg
Bridge DP1 <install directory>\bridge\config\ServiceManager.cfg

Rev. 3.43



HP OpenView Storage Area Manager Fundamentals

Start Storage Area Manager

1.

© N bk

Start the services that you stopped. Be sure to start the management server
first.

If Host Agents were configured, now perform the steps that were skipped
earlier to synchronize the management server and SAN hosts. Do this for
each of the Host Agents that were configured.

Use the local Storage Allocater activation procedure (see the Installation
Guide for full details) to activate Storage Allocater on all of the hosts that are
separated from the management server by a firewall.

Start the Storage Area Manager application.
Start Discovery:

Select Tools — Configure.

Select Discovery.

Select Yes, run discovery, and click OK.
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Licensing Storage Area Manager using AutoPass

Storage Area Manager uses a standard OpenView application called AutoPass to
handle product licensing. Use AutoPass to install passwords that control the
Storage Area Manager functionality available on the storage network. In this
context, password refers to a package of one or more licenses.

The HP OpenView AutoPass application is installed on the management server as
part of the Storage Area Manager installation. It can only be run from the

management server.

Ensure you have the following available before running AutoPass:

n Purchase order with entitlement document

m  Ifusing a proxy server, the proxy server’s host name or IP address and port

number

m  The amount of storage (TB) that will be licensed

Launching AutoPass
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@ Configuration il

- Contacts

1=l Discovery

- Additional SAN Hosts
roxy Devices

- BNMP Distovery Ranges
- Btarage Domain
“Timeouts

= Events

| - -
Licensing

Management Server IP Address Total Discovered Storage
’7‘15.255.0.100 IVDTEI

~Current License:

No licenses

- Hourly Cleanup
= Timing

~Performar ~Management Serer IP Address Total Discovered Storage
- Parfarmar
o Reports ’715.29.1 70113 ’70 TH

~File-D

—urrent License

hp OpenView storage area manager instant on

Instant On License
& Eapiration: Movernber 11, 2002 at 12:00 AL
* Cuantities licensed

& Storage: 50 TB

~Add License

Add || Launch AutoPass.. I

Close | Help |

To begin entering license information, select Licensing from the Configuration

window. Next, click the Launch AutoPass... button.
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Internet connection

5' HPOV Auto Pass: Internet connection

Mext = I

Toinstall passwords using this utility, you need to have an internet connection to
the HF passwaord server. Specify your connection type below
"Ma Connection" will guide you in reguesting passwords via fax or email

 Prowy server

Haost name ar IPAddress I

Part number |

Mo connection to Internet

Help |

Cancel |

IS 1 B3

To obtain a password for the product(s), either connect to the Internet or request
that the password information be sent by fax or email.

Validating license orders

5' HPOY Auto Pass: Order Yalidation

= Back |

Toinstall permanent password, enter your HP Order number
To relocate passwords from another system, select "Import passwords”

M= E3

Password installation

& Install a permanent passwaord

HF Order number I

& Impont passwords

Help |

et = | Cancel |

Choose to install a new, permanent license or relocate a license from another
system. The HP Order number is required for new licenses.
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Installing permanent licenses: System Identification window

E: HPOY Auto Pass: System identification and product details - |EI|5|

Select the product and enter the number of '‘Licenses To Use' (LTLI's) you wish
to request far each product below

Installation target

IF address

Host narme sB-TEC
Platform j#indows 2000
HP Order number [TEST

Product profile

Select LTUs Froduct number Des
O 053794 Dpenview Storage EIuiIderSDT:l
[ 01537 TAA Cpenview Storage Builder 5TE=
[ 0]J53814A4 Cpentiew Storage Accountant
O 0538048 Dpenview Storage Accountant
[ 0|J5383A8 Opentiew Storage Accountant «
Kl I 3
= Hack | Mext = | Cancel Help |

The Password Center server first checks the HP order number. If the order number
is valid, the System Identification and Product Details window displays. This
window displays the management server on which the licenses will be installed.

In the Product profile area, select the product(s) to install. You must select at least
one product to continue. Next, select the number of Licenses-to-Use (LTUs) to
install. Install some or all of the LTUs listed on the entitlement certificate.
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Creating a member ID password

E.: HPOY Auto Pass: Member ID maintenance _

of create a new one ifyou are a firsttime user

=10l x

Flease enter yaur email address for your Member ID. Then enter your password

fember [

Your email address

Your email address will be used to provide you with an electranic confirmation
that lists your member password and impartant support informatian.

Enter ar Create Mew Password

{* Existing member " Firsttime user
Password | Forgot. . |
Confirm password I

= Back | MNext = | Cancel | Help |

3

Create a Member ID to receive electronic confirmation and important support

information.

Entering member profile information

!.: HPOY Auto Pass: Member profile update _

=0l x|

= Back

“Customer information

Prefic _ *Reqguired data
First name™ | MI.I_ Lastname*l
Title |S\,rstem Man... 'l Company name* I

tailing Address*l

City* | Country® IU.S.A. 'I
StateiProvince |AK 'l Postal code™ I

Phone | E}dn| Fa}{|

Corporate address [ Same as above

Mailing Address |

City I Country IU.S.A. 'I

StateiProvince |AK 'l Fostal code I

Mewt = | Cancel | Help |

Enter member profile information. This is required for new members. Fields are

pre-populated for existing members.
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Installation summary

E: HPOY Auto Pass: Information summary

Check the following summarny and use the ‘Back' buttan to make any changes

=10 %]

~Installation target
IP address
Host name
Platfarm

- 1829174 46
. sh-doral
S Windowes 2000

Product profile

LTUs Froduct number Description

1 JOIEEAA

Openyiew Storage Area Manager 10TB LTU

< | 2]
Custarmer praofile

Prefi © M. :AI
First narne © Lucy

hdl. A

Last narme wan Pelt

Title - Bystern Adrinistratar

Get password |

Cancel | Help |

Review a summary of the licensing information entered. Click the Back button to
make any necessary changes, or click the Get password button to continue.

Installation confirmation
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!: HPOY Auto Pass: Confirmation

Congratulations!

The passwords for the following products have been successfully installed

=101 =]

Product number

Description

JSIB0AA

Openview Storage Accountant media app+2TE LTU «|

JE3BEAR

Opentiew Storage Area Manager 10TB LTU

JE3T2AA

Openview Storage Optimizer media app+2TH LTL!

JE3B2AA

Opentiew Storage Accountant 10TB LTL

JE3T3AA

Opentiew Storage Optimizer 5TH LTL

JE3BTAA

4

Opentiew Storage Area Manager 50T LTU _';|
b

A confirmation of this transaction will be sent to your email address. Please
store this information in a gafe and accessible location. Included in this email is
yaur member password and important support infarmation. The support
inforrmation will include your System Handle which is necessary to access the
HF suppaort organization.

Help |

Licenses are automatically installed on the management server. Confirmation is
sent to the member profile email address, along with other support information.
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Installing licenses without an Internet connection

# HPO¥ Auto Pass: Password center information [ =]

FPress "print' button to print the necessary information and contact the password
center using the fax numbers below:

MaorthiSouth America:  1(801)431-3654
Japan: 81 (3)3227-5238
Metherlands: +31 5585 434645

FPress "save" button to save the information to a file and contact the password
center using the email addresses below:

MorthiSouth America:  americas_passwordi@cnd.hp.com

Japan: asia_password@cnd.hp.com
Metherlands: europe_password@cnd.hp.com
Your email address I
Print | Save | Eirish Help |

To install licenses without an Internet connection, enter email address and click the
Save button. The password center will email or fax license strings within 24 hours.

Where to get more information on AutoPass

/2§ Welcome to Hewlett-Packard Licensing - Microsoft Internet Explorer I =] 5]

Bk v = - (@ @ A Dseach [ElFavortes (Bristory | By S 0] - 2] |
Fle Edt View Favorbes Toos Heb [ ks »
Address [&] I =] @on |
P

A

invent

password delivery service

> contact hp
3 generate product password(s)
> moue license(s) ta a new server(s)

+ generate product - migrate license(s) to a new product(s)

password(s) < view f reprint license
s move license(s) to a - information for evaluation passwords
e ——— +frequently asked questions

. < comments to webmaster
=+ migrate license(s) to 5 3 PDF Forms

new product(s) =t
= information for

evaluation passwords
+frequently asked

4

b UNITED STATES

L vore | produc & somicas—| uppor | —souons | 1o boy

contract licensing welcome to hewlett packard licensing

s search Welcome to Hewlett-Packard Password Delivery Web Site. Please click on the
option below that represents the activity you wish to engage in.

questions
~+ comments to
webmaster
+PDF Forms
% *# printing instructions
Privacy Statement Leqal Motices 2000 Open Channel Solutions

|
[ [@ mtemet

sl_l;l

For more information on Auto Pass, refer to
http://www.webware.hp.com/welcome.asp
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Migrating to Storage Area Manager 3.1

If a previous version of OV SAM is detected, the
Database Control wizard is automatically launched

4" hp Dpen¥ieer ot age ares manaqes Dk sbave Control Wissd I T-TE|

Migrate Data
1. Performance data is exported to text files using
~ No, wment datatase (Ans e Craated B30 US4 with e nerw SOLID eXpOrt command
SO LI H 2. Optimizer and Builder data is separated
. Optimizer data placed in flat files

4. Builder data is imported back into OV SAM
ok | [ Cance e repository

D o w0 Tgrabe yOuw et StBa%e 10 I i virEan of S1rage Ared Manager?

Ve, ragrate B cument databae

w

N

Upgrade Repository
(Updated version of SOLID, Phluid)

|

...........

Setup Assistant prompts N\ Install
user to Confirm settings e OV SAM 3.1 Software
(SNMP range, Host e
Agents, etc.) .7 \L
e
[ o] e ], 4

| Update Host Agents |

The picture above demonstrates a basic Storage Area Manager migration scenario.

1. Ifaprevious version of Storage Area Manager is detected, the database
control wizard is automatically launched. You have the option to migrate the
current database or create a new database.

2. If you choose to migrate the database, Storage Area Manager performs a
series of steps to migrate Storage Optimizer data to flat files.

a. Performance data is exported to text files using the SOLID export
command

b.  Storage Optimizer and Storage Builder data is separated
Storage Optimizer data is placed in flat files

d.  Storage Builder data is imported back into the Storage Area Manager
repository

3. The Storage Area Manager repository is upgraded to use updated versions of
SOLID and Phluid.

4.  The Setup Assistant is launched and prompts you to confirm original settings
(for example, SNMP range, Host Agents, and so on).

5. The Storage Area Manager 3.1 management software is installed.
6. The SAN hosts are updated with Host Agent software.

You do not need to uninstall 3.0 Host Agents prior to upgrading to 3.1.
Installing the Host Agent software using the Setup Assistant will
automatically uninstall the 3.0 Host Agent and install the 3.1 Host Agent.
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Supported Storage Area Manager 3.1 migration paths

%

22 3.0

J/ 3.1

03.00.03.0021 T
Patch release SANMGR_00008
(3.01)
03.00.05.0024
Patch release SANMGR_00010
(3.02)

03.00.04.0009

Patch release SANMGR_00009

Storage Area Manager 3.1 will automatically convert databases directly from

Storage Area Manager 3.0 systems and 3.0 systems with the SANMGR 00010
patch. Systems with SANMGR 00008 or SANMGR 00009 patches, you must
apply the SANMGR 00010 patch prior to installing Storage Area Manager 3.1.
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Supported migration scenarios
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New customers installing Storage Area Manager for the first time

The Database Control Wizard will be launched as part of the product
installation. Customers can select to have the Storage Area Manager 3.1
database created in the default location or a user-defined location.

Customers in the process of upgrading to Storage Area Manager 3.1
have two options

e  Migrate legacy database into the Storage Area Manager 3.1 schema. The
migrated database will be located in a user-defined location. The legacy
database will not be modified. After the data is migrated, the customer
has the option of discontinuing installation. This allows ‘test’ migrations
to be performed.

e  Don’t migrate the legacy database but save it in a user-defined location
and start Storage Area Manager 3.1 with an empty database. The legacy
database can be migrated to the Storage Area Manager 3.1 schema later
on but customers need to be aware that the migrated legacy data will
overwrite the current data.

Customers who have uninstalled the previous version of Storage Area
Manager, but want to migrate their legacy database when upgrading to
Storage Area Manager 3.1.

e  When they choose to upgrade, they will be given the option of
‘browsing’ to the location of their legacy database (since the install
process can’t detect where the database is located).

Storage Area Manager 3.1 customers who only want to relocate the
Storage Area Manager 3.1 database and backup directory to different
(most likely, bigger) locations.

This activity can be accomplished by launching the Database Control Wizard
as a stand-alone utility

HP Support team, can copy the Database Control Wizard from the
Storage Area Manager CD and run it as a standalone utility (alleviates
the need to install Storage Area Manager).

The stand-alone Database Control Wizard utility can be used to

e  Migrate the saved legacy database into the Storage Area Manager 3.1
schema
(Note: Customers need to be aware that by doing so, their new database
will be overwritten by the migrated legacy database)

e  Relocate the database and backup directories to different locations

e  Recreate the Storage Area Manager database
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Using Storage Area Manager on the Storage
Management Appliance

It is now possible to employ the powerful storage management features of Storage
Area Manager on the HP OpenView Storage Management Appliance (SMA). The
purpose of this section is to illustrate the details that should be considered when
positioning Storage Area Manager on the SMA platform, as well as the SMA as a
Storage Area Manager Proxy Device, used to supplement the information that it
collected in-band from HSV controller-based arrays.

About the Storage Management Appliance

The SMA is a centralized, appliance-based monitoring and management solution
for the SAN. The SMA software is accessible from anywhere in the SAN through
a supported Web browser (Internet Explorer or Netscape). The SMA software lets
you organize, configure, and monitor storage components from a single web-based
navigation point. The SMA also provides a launch site for a variety of core and
optional, value-added HP storage management applications, including:

m  Command View EVA (previously named HSV Element Manager) for
managing and configuring RAID array systems that are based on HSV
controllers

s HSG Element Manager for managing and configuring RAID array systems
that are based on HSG controllers

m  Enterprise Volume Manager or Business Copy EVA for managing controller-
based clone and snapshot operations

s Continuous Access EVA for real-time replication between HP StorageWorks
enterprise virtual arrays

m  Secure Path Manager for protecting and managing paths between hosts and
storage systems

m  Storage Provisioner for automated provisioning and monitoring of storage
usage

m In addition, the Storage Management Appliance supports a large number of
industry-standard applications from HP and third-party vendors, which can
optionally be installed on the SMA.

For more information about supported antivirus and backup products, see HP
OpenView Storage Management Appliance Software v2.0 Installing Antivirus and
Backup Software application notes available from
http://h18006.www1.hp.com/products/sanworks/managementappliance/docu
mentation.html
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Network View, Storage Resource Manager, and Storage Allocation
Reporter migration

Network View (NV) and Storage Allocation Reporter (SAR) are value-add
applications that run on the SMA. Storage Resource Manager (SRM) runs on a
separate host system. HP is transitioning its Network View, SRM, and SAR
customers to the Storage Area Manager suite. The following table lists HP
SANWorks software and their equivalent HP OpenView software products

HP SANWorks Applications and HP OpenView Replacements

HP SANWorks HP OpenView
Storage Allocation Reporter Storage Accountant
Network View Storage Node Manager and

Storage Optimizer
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Running Storage Area Manager on the Storage Management

Appliance

The following is required to successfully install and run Storage Area Manager on
the SMA.

Hardware and software requirements

Storage Management Appliance II, with an additional 1GB of memory or
Storage Management Appliance 111

Storage Area Manager 3.0 or 3.1

Storage Management Appliance software v2.0, with Service Pack 4 or
Storage Management Appliance software v2.1

Requires monitor, keyboard, and mouse to be attached to the SMA during the
installation of Storage Area Manager, or access to the SMA using Terminal
Services or Window Remote Desktop

Prior to installation of Storage Area Manager on the SMA, Network View
and Storage Allocation Reporter must be uninstalled

Known issues and limitations

The SMA has limited scalability compared to a dedicated Storage Area
Manager management server. When installing Storage Area Manager on the
SMA, the maximum recommended configuration is 50 hosts and 10,000 host-
LUN presentations.

The Storage Area Manager comprehensive discovery cycle in a large
configuration has been found to negatively affect the SMA system response
time.

The recommendation to run the Storage Area Manager client GUI on separate
host, in keeping with the appliance based deployment model.

Storage Allocater and Storage Provisioner cannot manage the same host and
storage resources. Data corruption could occur.
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Event notification

Storage Area Manager and the SMA both have functionality for notifying users
when an event occurs within the SAN. Both can distinguish the severity of SAN
events, and both provide various methods for notifying a designated individual.
When Storage Area Manager is installed on the SMA, these notification systems
work independently of each other and without conflicts. SMA core events (for
example, an SMA shutdown) and audit events (for example, users logging on to
the SMA) are not received by Storage Area Manager. Refer to the Storage Area
Manager or the SMA documentation for instructions on setting up event
notification.

Licensing

Storage Area Manager and the SMA use different licensing models that function
independently of each other. When you install Storage Area Manager, you get a
60-day instant on license for the entire Storage Area Manager suite. After the 60-
day instant on license expires, only those applications that have permanent licenses
will continue to operate. You must acquire permanent licenses if you want to use
any of the remaining applications in the Storage Area Manager suite. When you
need to add licenses, use the Storage Area Manager software, not the SMA
software.

Databases

Storage Area Manager and the SMA store data in separate databases. Data cannot
be migrated between the SMA and Storage Area Manager databases. The SMA
can be configured to save backed-up Storage Area Manager data to a network
share.

Security

Storage Area Manager and the SMA software have their own independent security
infrastructures. The SMA has three levels: Administrators, Operators, and Users.
Storage Area Manager offers the same three user levels. To access both Storage
Area Manager and SMA, you need to log on to each application separately.

Discovery

Both Storage Area Manager and the SMA software can be used to perform
discoveries. The discovery operations and end results are independent of each
other. Therefore, to utilize the features of either Storage Area Manager or the
SMA, you need to perform separate discoveries.

Compatibility between Storage Area Manager and Storage
Management Appliance components

The applications in the Storage Area Manager suite—Storage Node Manager,
Storage Builder, Storage Optimizer, Storage Accountant, and Storage Allocater—
are compatible with all of the SMA core components, as well as products listed in

Rev. 3.43 8-59



HP OpenView Storage Area Manager Fundamentals

the Using Storage Area Manager on the Storage Management Appliance
application note.

Network View and Storage Allocation Reporter are not supported when Storage
Area Manager is installed on the SMA.

Compatibility between Storage Allocater and Storage Provisioner

HP OpenView Storage Allocater is an allocation product in the Storage Area
Manager suite. Storage Allocater's main focus is to provide host-based, logical unit
security management for the SAN. It provides the ability to allocate and de-
allocate storage to or from a host.

HP OpenView Storage Provisioner is a provisioning application that can
optionally be installed on the SMA. This software manages both HSG80- and
HSV110-based storage subsystems. Storage Provisioner allows storage providers
to manage storage as a utility, customize service levels, and grant consumers self-
service access to storage via quotas. Storage Provisioner also creates usage reports
to support billing for both storage providers and consumers.

It is possible to have both of these products installed on the SMA with no technical
problems. However, if you use both products simultaneously, conflicts and data
corruption can occur if they attempt to allocate the same storage.

For example, you can assign a LUN to a host using Storage Allocater. However, if
you then use Storage Provisioner, the LUN appears to be available and Storage
Provisioner could reassign the same LUN, causing information to be overwritten.

& Caution
HP recommends, as a best practice, that you use either Storage Allocater or
Storage Provisioner, but not both, for storage provisioning. If you choose to
use both, ensure that the two applications do not attempt to manage the same
host and storage resource. Otherwise, data corruption can occur.

Accessing Storage Area Manager

hp OpenView
storage management appliance i Status: Informational . Appliance Name:

sd-appl01

storage area manager business copy continuous access storage provisioner

Tools
The HP Openiiew Storage Management Appliance offers a comprehensive suite of monitoring and management bools. Lise Hhe Following links
to help you manage your storage environment.

storage area manager business copy
Access the Storage Area Manage controller-based done
download software and specfy

authentication mformation.

continuous access *  storage provisioner

Manage movement, repbcation, ": Mondtor shorage usage and
and recovery of oniine provide automated provisioning
StorageWorks amays. for better quality of service.
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After Storage Area Manager is installed on the SMA, and client and hosts are
configured, you access and use Storage Area Manager in the usual way by
connecting to the management server from a client. You do not use the SMA
software to start Storage Area Manager. However, the SMA interface provides
access to some Storage Area Manager features.

For example, when Storage Area Manager is installed, an application icon and
description appear on the SMA Tools page. Clicking the Storage Area Manager
icon connects you to the Storage Area Manager GUI downloads page.

You can also connect to this page by clicking the Configure button on the SMA
Manage Tools page.
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Starting and stopping Storage Area Manager services

hp CpenView

storage management appliance il Status: Informational Appliance Name!
- 1 o sd-appl0o1

B ) eon: RE R s

Manage Toals Metiwark

Natification | Autornation

Licansing

Manage Tools

View, start, and stop services and applications,

search: | Application =] | [ »oo [ [=]:] |
™ application © |'o‘ars||:|n |Stata !_‘_ Tasks
[T Autormation Manager ' 2.00 I Running
[T Bridge:HP Unknown Running Stop.., |
[T Business Copy 2.20.061.0 Running Properies., |
[ command view eva 3.1.0.21 Running
Configure. ., |
[T Compag Managament Agents 6.30 Running
[T continuous access 1.1.00 Runminig
[T HSGElement Manager 1.0.4.0 Runnig
[T License Manager 1.02 Running
[T Management Appliance 21 Running |
[v Storage Area Manager 03.10,00,0120 Running | _'J

Additionally, you can use the Manage Tools page to stop and start Storage Area
Manager management server services.
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Pre-installation steps
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The following are the high-level pre-installation steps. Refer to the Using Storage
Area Manager on the Storage Management Appliance application note for full
details on each step.

1.

Log on to the Storage Management Appliance.

Refer to the HP OpenView Storage Management Appliance Software User
Guide for complete instructions.

Verify that the Storage Management Appliance has SMA software v2.0 SP4
or later installed on it.

This information is available by clicking Help on the SMA navigation bar.

You can order the latest version of the SMA software from
http://h18006.www1.hp.com/products/sanworks/softwaredrivers/manage
mentappliance/index.html.

Use the SMA software to back up the SMA to a network share. Refer to the
SMA online help for complete backup instructions.

Verify the SAN environment and perform other pre-installation steps that are
required prior to a Storage Area Manager implementation, as documented by
HP Services.

Note

Storage Area Manager normally recommends two disk drives for acceptable
performance. However, when installing Storage Area Manager on a Storage
Management Appliance, these are not required.

If Network View and/or Storage Allocation Reporter are installed on the
SMA, uninstall these applications.If using the SMA II, perform upgrade to
add additional 1 GB of memory.
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Installation and post-installation steps

The following are the high-level installation and post-installation steps. Refer to
the Using Storage Area Manager on the Storage Management Appliance
application note for full details on each step.

1.
2.

Attach a monitor, keyboard, and optional mouse to the SMA.

Insert the Storage Area Manager installation CD into the SMA DVD or CD-
ROM drive.

Install Storage Area Manager as described in the documentation.

Note

You can install the Storage Area Manager Host Agent software on an SMA
running software version 2.1. The Host Agent on the SMA does not monitor
and manage storage because the SMA is not directly attached to storage
devices. However, installing the Host Agent on the SMA allows Storage Area
Manager to recognize the SMA as a known system in the SAN.

Install any required Storage Area Manager patches.
Install appropriate DPIs for the environment.

e  HSV Controller DPI

e  Modular Data Router DPI

e MSAI1000 and RA4100 Controller DPI

Disconnect the monitor, keyboard, and/or mouse.

Note

HP recommends that you install the Storage Area Manager client software on a
system separate from the SMA and that you manage the Storage Area Manager
server from that client system.

Register the Storage Area Manager Service with the SMA.
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Registering the Storage Area Manager service with the SMA
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The last step in completing installation is to register the Storage Area Manager
service with the SMA. This procedure allows you to start and stop services for the
Storage area Manager server by using the SMA Manage Tools page.

Storage Area Manager service registration with SMA software v2.0

This procedure allows you to start and stop services for Storage Area Manager by
using the SMA Manage Tools page.

1. Connect to the SMA, either through Terminal Services or by attaching a
monitor, keyboard, and mouse.

2. Create a new text file named sam. ini inthe C: \Filestore directory
on the SMA and enter the following lines:
[Storage Area Manager]
HP OpenView SAM Bridge
HP OpenView SAM Embedded DB
HP OpenView SAM ManagementServer
2. Execute the command:

C:\Filestore\fixupservice.exe "c:\Filestore\sam.ini

3. Disconnect the monitor, keyboard, and/or mouse, if used.

Storage Area Manager service registration with SMA software v2.1

1. To register the Storage Area Manager v3.0 or v3.1 service with Storage
Management Appliance software v2.1:

2. Connect to the SMA, either through Terminal Services or by attaching a
monitor, keyboard, and mouse.

3. Execute the command:

C:\Program Files\Compag\SANworks\Appliance
Manager\bin\configservices” service.ini “[Storage Area
Manager]

4. You can ignore the following statement that appears after completion of this
command: Deleting application: Storage Area Manager.

5. If'you have nor installed the host agent on the SMA, execute the following
command:
C:\Program Files\Compag\SANworks\Appliance
Manager\bin\configservices” service.ini “[Storage Area

Manager] :HP OpenView SAM Bridge:HP OpenView SAM Embedded DB:HP
OpenView SAM ManagementServer

6. The service is registered.
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8.
9.

If you have installed the host agent on the SMA, execute the following
command:

C:\Program Files\Compag\SANworks\Appliance
Manager\bin\configservices” service.ini “[Storage Area
Manager] :HP OpenView SAM Bridge:HP OpenView SAM Embedded DB:HP

OpenView SAM ManagementServer:HP OpenView SAM HostAgent :HP
OpenView SAM OpenDial

The service is registered.

Disconnect the monitor, keyboard, and/or mouse, if used.

Configuring a fixed IP address

To use Storage Area Manager, you must configure the Storage Management
Appliance to use a fixed IP address.

1.

On the Storage Area Manager client, open a supported browser and connect to
the SMA by entering http://appliance name or http://appliance ip address.

Click Settings on the primary navigation bar, and then click Network. The
Network page displays.

Click Interfaces, choose the Local Area Connection, and then click /P. The IP
Address Configuration page displays.

Choose Use the following IP settings and enter the IP address, Subnet mask,
and Default gateway.

Click OK.

Be sure to click OK before changing settings on the Advanced tab. If you
click the Advanced tab before you click OK on the General tab and then

+return to the General tab, the fixed IP address you entered reverts back to
the DHCP-supplied address.

The fixed IP address is set and is reflected correctly on the General tab. You
can now return to the IP Address Configuration page and set the Advanced
tab settings.

Reboot the Storage Management Appliance.
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Configuring the SMA to back up Storage Area Manager
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To configure the SMA to include Storage Area Manager v3.1 backups:

L.

Connect to the SMA, either through Terminal Services or by attaching a
monitor, keyboard, and mouse.

Use Notepad or another text editor to open the SMA configuration file,
osmbackup.conf (for example, C:\Program
Files\Compaq\SANworks\OSM\osmbackup.conf)

This file begins with the following notation:

# backup configuration file #

# app <appname>

Go to the end of osmbackup.conf and change the following line:
Storage Area Manager dirtree SAM Backup

so that it reads as follows:

“Storage Area Manager” dirtree “C:\program files\ Hewlett-
Packard\sanmgr\managementserver\db\backup”

Save the osmbackup.conf file.
Disconnect the monitor, keyboard, and/or mouse, if used.

After you update osmbackup.conf with the Storage Area Manager backup path
information, HP recommends that you back up the file to a network share.
Provide the location of the backed-up file to an SMA Administrator, to be
used, if necessary, to recover a failed SMA.
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Using Storage Area Manager in a dual-redundant fabric
configuration

Management

Appliance,
HBAI | HBA

Host

Fabric 1

N

HSG

Port 1 Bottom Port 2 Bottom

FP1 To FP2 T

op
HSV

p——
=l -

-

FP1 Bottom FP2 Bottom

SMAs are often deployed in dual-redundant Fibre Channel environments. The
Storage Area Manager software is compatible with dual redundancy.

Using dual-redundant Fibre Channel paths for storage management enables the
SMA to have redundant control over the SAN, creating an environment with no
single point of failure. In such a configuration, the SMA has two host bus adapters
(HBAs), allowing greater ability to provide nonstop management control and
monitoring of critical SAN devices.

The example above shows two fabrics with fiber connections between the SMA, a
host, switches, and storage devices, including:

m  The SMA with two host bus adapters

m A storage host system on which you install the Storage Area Manager host
agent software

m  An HSG controller pair connected to the fabric through Ports 1 and 2 (top
controller) and Ports 1 and 2 (bottom controller)

m  An HSV controller pair connected to the fabric through Fabric Ports 1 and 2
(top controller) and Fabric Ports 1 and 2 (bottom controller)

For more information, refer to the HP OpenView Storage Management Appliance
Software High Availability Application Notes, available at
http://h18006.www1.hp.com/products/sanworks/managementappliance/docu
mentation.html.
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Storage Area Manager can be successfully installed on the SMA in a dual-
redundant environment. However, the Storage Area Manager discovery process
might show dual-redundant configurations as two separate SANs, even though
there is only one. Storage Area Manager incorrectly displays duplicate SAN maps
with discovered devices in one SAN, but not the other. You can resolve this error
using the following procedure:

1.  Delete the devices under the Unknown Devices tree in the second SAN map
displayed by Storage Area Manager.

2. Run another discovery operation.

After performing the second discovery, Storage Area Manager will correctly
display a single SAN.

Using Modular Data Routers with the Storage Management
Appliance

Rev. 3.43

If you have Modular Data Routers (MDRs) in your SAN, you need to install the
Modular Data Router DPI to communicate with Storage Area Manager. You also
need to install the HP StorageWorks Command Console for Tape Controller
Management Element Manager on the Storage Area Manager server. However,
Tape Controller Management (TCM) is not compatible with other software on the
SMA and should not be installed on the SMA. Instead, it must be installed on
some other Windows 2000 or Windows NT system. This Windows system does
not need to be in the SAN, but needs to have IP connectivity to the SMA and
MDRs in the SAN.

After installing the TCM Element Manager on the Windows host, use the Storage
Area Manager application link feature (Tools— Storage Node Manager— Edit
Application Link) to change the URL that launches TCM.

Refer to the HP StorageWorks Modular Data Router Device Plug-In Installation
Instructions and the release notes included with the Modular Data Router DPI for
complete details.

To enable the MDR page to launch from Storage Area Manager after you install
TCM on the Windows host, you must allow anonymous access to unsecured pages
in the System Management Home Page. Use the following procedure:

1. Log on using the administrator account on the System Management Home
Page (http://ip_addr:2301/), where ip_addr is the IP address of the Windows
system where TCM is installed. The default password is administrator.

2. Click the Options link. (On some versions of the System Management Home
Page, click the Settings tab and then click Options.)

3. Select Anonymous Access and save the settings.

The Modular Data Router DPI and supporting documentation are available at
http://www.openview.hp.com/products/dpi/index.html.
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Troubleshooting Storage Area Manager on the Storage Management
Appliance

Connect via Terminal Services to access the SMA to obtain the following Storage
Area Manager information

m  Get diagnostic information
m  Apply Storage Area Manager patches

m  Refer to the event viewer under system tools for any SMA related errors
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Learning check

Rev. 3.43

List the authorization files that reside on the management server and SAN
host.

Which of the following is a post-installation task that needs to be performed
AFTER using the Setup Assistant.

a. Set the SNMP discovery range
b.  Set the storage domain name.
c.  Set the Storage Accountant currency type

d. Configure proxy devices.

Storage Area Manager supports firewall configurations that use NAT.
O  True
O False

The only devices that currently support passphrases are
a. JBODs

b.  XP Disk Arrays

c.  Brocade switches

d. Inferred hubs

Describe the two criteria that must be met for a SAN host to be considered
multi-homed.

DHCEP is supported on which Storage Area Manager systems?
a. Management server only
b. Management clients and SAN hosts

c. Management server and MoM clients

&

DHCEP is not supported by Storage Area Manager
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7. HP’s Storage Allocation Reporter customers are being migrated to which
Storage Area Manager application?

a. Storage Builder
b.  Storage Optimizer
c.  Storage Node Manager

d.  Storage Accountant

8.  Installing Storage Area Manager on the SMA involves upgrading the
Appliance with an extra 1 GB of memory.

O True
O False

9.  Which two Storage Area Manager tasks can be performed using the SMA
software?

a.  Stop/start management server services
b.  Modify Storage Area Manager maps

c.  Access the Storage Area Manager GUI Download page
d.  Stop/start Host Agent services

10. Installation of Storage Area Manager in dual-redundant fabric configuration
may result in

a.  The inability to launch the TCM Element Manager from the Storage
Area Manager GUI

b.  Dual-redundant configurations appearing on Storage Area Manager map
as two separate SANs

Duplicate events appearing on the SMA

d.  Unpredictable performance as Storage Area Manager is not supported in
dual-redundant fabric configurations

8-72 Rev. 3.43



Device Plug-ins
Module 9

Objectives

After completing this module, you should be able to:

Rev. 3.43

Describe key families of disk arrays supported by Storage Area Manager.

Describe how specific DPIs interface with devices and management
applications in order to

e  Discover the device

e  Collect performance data

e  Obtain device status

e  Obtain device events

Describe Storage Area Manager configuration requirements

Describe device and management application configuration requirements
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DPI review

DPIs are internal Storage Area Manager code that is used to retrieve detailed
information from an interconnect or storage device.

DPI components include

m  Property File — enables Storage Area Manager to recognize devices, place
them in the directory tree, display icons, launch management applications,
and so on.

m  Discovery Code — tells Storage Area Manager how to uniquely recognize a
device

m  DPI Core Class — defines the level of information that Storage Area
Manager can provide about a device

DPIs are included with the Storage Area Manager product. Additionally, they can
be downloaded asynchronously to product releases from
http://managementsoftware.hp.com/products/dpi/prod_0032.htmlDPIs are
stored in a directory on the management server in one of two places:

m  sanmgr\managementserver\devices\Deviceobjects

m  sanmgr\managementserver\devices\dpi
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HP StorageWorks online storage systems

XP EVA5000
|

EVA3000

MSA1000

ess enterprise
. traditional or virtual

+ high connectivity

+ high scalability
. traditional or virtual - lower TCO
- scalable modularity - highest disaster tolerance
- ease of administration solutions

vestment protection . price/ performance

- moderate scalability - moderate functionality
- price sensitive

The HP StorageWorks disk array portfolio can be divided into three tiers:
m  Enterprise class storage
m  Mid-range storage

m  Entry-level storage

Enterprise class storage
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Ideal for enterprise-wide deployment and mission-critical applications, these
solutions are the most extensible, resilient, and controllable storage solutions
available. They offer maximum scalability, industry-leading performance, a fully
integrated suite of centralized management tools, and unmatched data protection
and disaster tolerant features. Enterprise-class storage products include

m  HP StorageWorks Disk Array XP1024
m  HP StorageWorks Disk Array XP128
m  HP StorageWorks Enterprise Virtual Array 5000 (EVA5000)

For more information on these products, see
http://h18006.www1.hp.com/storage/enterprisestorage.html

We will also cover the EMC disk arrays in this module.
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Mid-range storage

Ideal for moderate to large size data centers running key business applications,
these solutions offer scalability to multiple terabytes of capacity, high-
performance, many enterprise-class data protection features, and a fully integrated
suite of centralized management tools for greater administrative control. Mid-
range storage products include

m  HP StorageWorks Enterprise Modular Array 16000 (EMA16000)
m  HP StorageWorks Enterprise Virtual Array 3000 (EVA3000)

m  HP StorageWorks MASO0O/EMA 12000 Fibre Channel

m  HP StorageWorks Virtual Array (VA) 7410

For more information on these products, see
http://h18006.www1.hp.com/storage/midrangestorage.html

Entry-level storage

Ideal for smaller deployments, including smaller data centers and remote office
locations, these solutions are typically deployed in a direct-attach configuration,
and are scalable to terabytes of capacity. They offer the capability of moving to a
networked storage environment and the most affordable data protection and
performance features in their class. Entry-level storage products include

m  HP StorageWorks Modular SAN Array 1000 (MSA1000)
m  HP StorageWorks Virtual Array 7x10

For more information on these products, see
http://h18006.www1.hp.com/storage/entrystorage.html
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HP StorageWorks XP1024/128, XP512/48, XP256 DPI

R 1024

Ll — — R
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The HP StorageWorks XP1024/128, XP512/48, XP256 DPI supports
m  HP StorageWorks XP128, 1024, 48, 512, 256

m  HDS Freedom 7700e

s HDS Lightning 9910, 9960, 9970V, 9980V

m  Hitachi Sanrise 2200, 2800

This section covers

m  Management software/hardware, including Storage Area Manager
dependencies

m  DPI communication
m  Storage Area Manager configuration requirements
m  SVP configuration requirements

m  XPPA configuration requirements

XP disk arrays: management software/hardware
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The following XP-related management software is used or required by Storage
Area Manager:

m  Command View XP — Provides the common user interface for all XP disk
array management applications. Customers only need to learn a single user
interface, reducing the learning curve and increasing usage of the tool.
Command View XP uses a simple, browser-based interface.

A clear differentiator for Command View XP is its Path Connectivity
module. This module provides customers with a series of reports detailing
and configurations, connections, and paths being used by hosts and switches
to the XP array.

9-5
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Path Connectivity also provides diagnostic capabilities for the fibre channel
connection between hosts and the XP array. This feature identifies if a
particular connection has begun to degrade and then provides diagnostic
information to assist with the troubleshooting process.

Storage Area Manager does not require Command View XP; however, an
application link can be created to invoke the Command View XP web
interface.

Service Processor (SVP) — Acts as an embedded Windows 2000 laptop
computer inside of the XP disk array. The SVP is on a private LAN that is
used for management purposes. Customers do not directly use the SVP but
interact with it through the Command View XP software.

Storage Area Manager uses the SVP to discover the XP disk array. The SVP
provides device information and sends SNMP traps to Storage Area Manager.

Performance Advisor XP — Collects and monitors the real-time
performance of the HP SureStore XP family of disk arrays.

Performance Advisor uses a simple, browser-based interface and provides
real-time and historical data on:

e LDEV, CHIP, ACP, RAID group, array, and host I/O per second
e  Front-end and back-end port utilization

e Internal bus utilization

e  Cache usage

The software also provides alarm and event notification through email,
SNMP, and VPO console.

Storage Area Manager uses Performance Advisor XP to gather performance
metrics.

Remote Control XP — Manages the XP512, XP48, and XP256 disk arrays.
Remote Control XP the HP name for the original Hitachi management
application.

Storage Area Manager provides an application link to Remote Control XP
and discovers the specific XP disk arrays by means of the SNMP agent
implemented on the Remote Control XP system.

For the XP128 and XP1024 disk arrays, Remote Control XP is not required
or supported.
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The following XP-related management software is used or required by Storage
Area Manager:

m  Application Policy Manager XP — Provides the ability to borrow, fence,
and limit storage resources that directly affect application and user
performance.

s Auto Path XP for HP-UX — Adds HP-UX support to Auto Path.

s Cluster Extension XP — Provides long-distance data replication
capabilities. It extends leading high-availability server clustering solutions
over geographically dispersed data centers up to 10 km. It integrates XP
remote mirroring with cluster monitoring and failover operations.

m  Secure Manager XP — Provides continuous, real-time, [/O-level data access
control of the XP array. It allows restriction of a single LUN or group of
LUNsSs to a specified host or group of hosts.

m  Business Copy XP — Maintains one or several copies of critical data
through a split-mirror process. Asynchronous copy volume updates ensure
that the I/O response time for primary applications is not adversely affected.

Each copy of the data can be used for various purposes—backup, new
application testing, or data warehouse loading—without disrupting the
primary application and primary data, and most importantly, without
disrupting business operations.

m  Continuous Access XP — Provides a high-availability data and disaster
recovery solution that delivers host-independent, real-time, remote data
mirroring between XP disk arrays.



HP OpenView Storage Area Manager Fundamentals

XP disk arrays: DPI
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This graphic shows the specific interfaces that the Storage Area Manager XP DPI
uses to gather information from the XP family of disk arrays.

Device discovery
XP arrays are discovered by two methods:

s SNMP-based discovery of the SVP — The storage Area Manager server
queries the SNMP sysObjectID.

s SCSI inquiry of host LUNs — On hosts with the Storage Area Manager
Host Agent installed, Storage Area Manager performs a standard SCSI
Inquiry of each host LUN.

Device information

The DPI gathers most of the non-performance-related device information from the
XP array SNMP MIB. The device information includes storage unit information,
the number of LUNs, LUN sizes, internal disks and ports, and device status.

SNMP is implemented in different ways depending on the model of XP array.

= XP48, XP128, XP512, and XP1024 — The SNMP agent resides within the
SVP.

m  XP 256 — The SNMP agent is implemented by the Remote Console XP
application.
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Device status

Events

The Host Agent periodically issues a SCSI request to determine if the host can
communicate with the LUN. If connectivity to the LUN has been lost, the Host
Agent will generate an event and change the status of the device.

Events are received by the management server in the form of SNMP traps sent by
the SNMP agent of the SVP.

Performance data collection
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Storage Optimizer relies on Performance Advisor XP (XPPA) to obtain
performance data for the XP family of disk arrays.

Performance Advisor XP includes the following components:
m  XPPA Server

m  XPPA Host Agent

= XPPA CLUI

On the XP 128 and 1024 arrays, the XPPA Server uses RMI to gather data from
the SVP.

On the XP 256 and 512 arrays, the XPPA Server requests data from the XPPA
Host Agent. The XPPA Host Agent obtains the data from the array through a
command LUN and passes the information back to the XPPA Server. As a result,
the XPPA Host Agent must have access to at least one XP LUN configured as a
command LUN.

The Storage Optimizer Host Agent components use the XPPA CLUI to access the
performance data.
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9-10

The following performance metrics are supported:

Device metrics

Device Percent Reads From Cache

Device Percent Writes To Cache

Device Read Cache Hits
Device Read Operations
Device Total Operations
Device Write Cache Hits

Device Write Operations

System metrics

ACP Utilization

CHP Utilization

Cache Pending Write Data
Cache Side File

Cache Size

Cache Usage

Control Bus Utilization

Databus Utilization

LDEV metrics

LDEV Random Read Hits
LDEV Random Reads
LDEV Random Write Hits
LDEV Random Writes
LDEV Sequential Read Hits
LDEV Sequential Reads
LDEV Sequential Write Hits
LDEV Sequential Writes
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XP disk arrays: Storage Area Manager configuration
requirements
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Ethernet

To discover XP disk arrays, the Storage Area Manager Host Agent must reside on
at least one SAN host with connectivity to the XP. Additionally, Storage Area
Manager requires the following:

XP48, XP128, XP512, XP1024 arrays — The SNMP agent within the SVP
of the array must be operational and accessible, and the IP address of the SVP
must be within the SNMP discovery range of Storage Area Manager. SNMP
community names must be set for the SVP.

XP256 array — The IP address of the Remote Control console system must
be included in the SNMP discovery range of Storage Area Manager.

Application links

It may be desirable to launch the Command View XP web interface from Storage
Area Manager. This link is not created by default, because Storage Area Manager
does not automatically discover the XP management station. However, this link

can be created by using the Storage Area Manager global application link feature.

To create the link:

1.
2.
3.

Rev. 3.43

Select Tools — Storage Node Manger — Add Application Link.
Enter a name for the link.
Enter the following command: $browser% http://<CV IP Address>/

Where Cv IP Address refers to the IP address of the Command View XP
management station.

Note

Write down the XP disk array serial number from the Storage Area Manager
device properties window because the serial number is used as an identifier
within the Command View XP interface.
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XP disk arrays: SVP configuration
requirements

9-12

Ethernet

H N
SVP
oo

For the Storage Area Manager DPI to properly discover and recognize the array,
SNMP must be configured properly and working in the SVP.

o -

The Microsoft SNMP agent must be installed and running on the SVP.

The easiest way to verify SNMP connectivity is by using the SAMTools
MibWalker tool. Verify that the System Object ID has a value of
.1.3.6.1.4.1.116.3.11.4.1.1 (this is the sysObjectID assigned to Hitachi). If
not, then most likely the Hitachi extended SNMP sub-agent is not enabled.

Note
The Hitachi SNMP extension requires a license.

Important

Do not use the Microsoft SNMP configuration GUI (SNMP.exe) to configure
the SNMP agent because this tool will make the SNMP MIB unreachable by
the Storage Area Manager.

Use the following Web Console configuration procedure to configure the
SNMP community name and trap destination. The Hitachi Extension MIB
overwrites the community name configured in the Microsoft SNMP
configuration GUI.

Using the SVP Web Console, perform the following SVP configuration:

1.

2.
3.
4

Click the Web Console button on the SVP main screen.

To enable updates, click the Write Mode button.

To navigate to SNMP information, click the /nstall button.
Verify that Extension SNMP MIB is enabled.
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Verify the community name by double-clicking the Community folder. To
add or modify values, right-click the Community folder and enter the
community name.

In the Storage Area Manager SNMP discovery range, the read/write
community names associated with the SVP should correspond to the name
specified in the Web Console. For example, if the community name in the
Web Console is “public,” then both the read community and write
community names in the Storage Area Manager SNMP discovery range
should be set to “public.”

SNMP traps are not automatically configured to be sent to the Storage Area
Manager management server; this configuration must be done manually. To
configure SNMP traps to be sent to the management server, add the Storage
Area Manager management server to the list of recipients in the /P Address
section.

Click the Apply button to save the configuration changes.
Click the Write Mode (pen icon) button to unlock the SVP.

Important

The main SVP screen should be left in view mode. Leaving the main screen in
Modify mode will lock out remote access and will prevent the DPI from
operating properly.
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XP disk arrays: XPPA configuration

Performance Advisor Server XP

requirements
OV SAM
Management Server
Performance
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XPPA proprietary OVSAM| y oon
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Agent

9-14

OVSAM
Host
Agent

XPPA
Host
Agent

Ethernet

The Performance Advisor XP server must be installed and operational before
Storage Area Manager can collect performance data. At least one XPPA Host
Agent must be running on a system with LUN connectivity to the XP array.

The XPPA CLUI tools must be installed on at least one host with the Storage Area

Host Agent.

The DPI includes support for the latest version of Performance Advisor XP

version 1.51, as well as previous versions.
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HP StorageWorks Virtual Arrays DPI

Virtual Array 7410

Virtual Array 7110

The HP StorageWorks Virtual Arrays DPI supports
m  Virtual Array 7100/7110
m  Virtual Array 7400/7410

This section covers

m  Management software available for the devices, including Storage Area
Manager dependencies

n DPI communication

m  Command View SDM configuration requirements

VA disk arrays: management software

The following VA-related management software is used or required by Storage
Area Manager:

s Command View SDM — Provides a common user interface for modular
networked storage. It is a host or web-based application that monitors and
manages modular scaleable storage resources from a single management
console. Command View SDM provides centralized control of information
resources and provides an integrated device management platform for all
modular scaleable storage starting with the virtual array product family.

Storage Area Manager requires Command View SDM to gather performance
metrics.
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9-16

The following VA-related management software is not used or required by Storage
Area Manager:

Business Copy — Provides online data replication and backup software. It
creates an online copy of LUNS that can be dedicated for backup or testing
environments.

Business Copy is integrated with Command View SDM storage device
management software. It also integrates into backup software applications
that support a custom scripting implementation.

Business copy is functionality provided by the array firmware. All the
features for managing business copies are provided through the Command
View SDM interfaces.

Business Copy is not used or required by Storage Area Manager.

Secure Manager VA — Provides LUN security for shared homogeneous
and heterogeneous environments. It allows LUNS to be locked in a secure
shared environment. The Secure Manager VA application is integrated with
Command View SDM storage device management software. Comprehensive
user interfaces (web browser, GUI, CLUI, and Command View) are
provided.

Secure Manager VA is not used or required by Storage Area Manager.

Auto Path VA — Provides failover and load-balancing drivers with multi-
path fail-over and load balancing of HBAs in single server and clustered
environments. A GUI is included for quick setup and management.

Auto Path VA is not used or required by Storage Area Manager.
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VA disk arrays: DPI
communication
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CommandView SDM
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This graphic shows the specific interfaces that the Storage Area Manager VA DPI
uses to gather information from the VA series of disk arrays.

Note that Command View SDM resides on the same system as the Storage Area
Manager management server. Additionally, Command View SDM uses its own
copy of portions of the Storage Area Manager Host Agent to gather information
from the VA.

Device discovery

VA disk arrays are discovered by the Storage Area Manager Host Agent by means

of host LUNs. On hosts with the Storage Area Manager Host Agent installed,

Storage Area Manager performs a standard SCSI Inquiry of each host LUN.
Device information

All device information is retrieved by means of a SCSI command issued to the VA
by the DPI. The information gathered includes array capacity, available space,
number of LUNSs, raw size, RAID level, LUN IDs, and so on.

Device status

LUN connectivity and status is obtained through the Storage Area Manager Host
Agent.
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Events

The DPI generates events based on changes in status that it determines from SCSI
inquiries made to the array.

Performance data collection

9-18

Storage Area Manager gathers performance data using a proprietary Java interface
to Command View SDM.

The following performance metrics are supported:

Device metrics

Device Percent Reads From Cache
Device Percent Writes To Cache
Device Read Cache Hits

Device Read Operations

Device Total Operations

Device Write Cache Hits

Device Write Operations

LUN level metrics

LUN Percent Reads From Cache
LUN Percent Writes To Cache
LUN Read Cache Hits

LUN Read Operations

LUN Total Operations

LUN Write Cache Hits

LUN Write Operations
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VA disk arrays: Command View SDM configuration

requirements
C T Seemame T T T JJ Ethernet
1

OVSAM
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Agent 1

OV SAM
CommandView SDM

To ensure that Storage Area Manager can properly discover and retrieve
information from VA disk arrays, verify that Command View SDM (version 1.07
or later ) is installed on the Storage Area Manager management.

! Important

Command View SDM must be installed before the Storage Area Manager
management server.
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HP StorageWorks HSV Controller - EVA DPI

EVA 3000 EVA 5000

b

The HP StorageWorks HSV Controller — EVA DPI supports

HP StorageWorks EVA 3000
HP StorageWorks EVA 5000

This section covers

Management software, including Storage Area Manager dependencies
DPI communication

Storage Area Manager configuration requirements

EVA disk arrays: management software

The following EVA-related management software is used or required by Storage
Area Manager:

Command View EVA — Provides the user interface for configuring,
managing, and monitoring the Enterprise Virtual Array storage system. It is
accessed through the HP OpenView Storage Management Appliance (SMA)
software.

The Command View EVA software (formerly known as the HSV Element
Manager) is installed on the SMA. Storage Area Manager communicates with
Command View EVA using the Command View EVA bridge (an embedded
web server) that runs on the SMA. Command View EVA communicates with
the Virtual Controller Software in the EVA.

Storage Area Manager uses Command View bridge to discover EVA disk
arrays and to gather information including performance metrics.

Virtual Controller Software (VCS) — Allows the Enterprise Virtual Array
to communicate with Command View EVA through the HSV Controllers.
VCS is embedded software for the HSV controllers.

VCS information is accessed indirectly by Storage Area Manager through the
Command View EVA application.
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The following EV A-related management software is not used or required by
Storage Area Manager:

Continuous Access EVA — Provides the ability to mirror data from a
primary (or local) location to an alternate (or remote) location. Continuous
Access EVA is fibre channel controller-based replication software that
supports storage arrays running VCS.

Business Copy EVA — Provides the ability to make point-in-time copies of
storage volumes. These copies, called Business Continuance Volumes
(BCVs), can be mounted dynamically on any other supported host in the
Business Copy storage network.
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EVA disk arrays: DPI
communication

OV SAM
Management Server
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This graphic shows the EVA-specific interfaces that the Storage Area Manager
HSV DPI uses to gather information about the EVA series of disk arrays.

Device discovery
EVA disk arrays are discovered by two methods:

s Command View EVA — Out-of-band communication with the Command
View EVA application. The Storage Management Appliance acts as a proxy
device to Storage Area Manager by providing data from Command View
EVA.

An event is displayed in the Storage Area Manager event panel when an EVA
disk array is discovered through out-of-band discovery.

m  SCSI Inquiry of host LUNs — On hosts with the Storage Area Manager
Host Agent installed, Storage Area Manager performs a standard SCSI
Inquiry of each host LUN. The DPI scans all SCSI paths to find the unique
subsystem ID.

Until out-of-band Command View EVA-based discovery occurs, only
minimal information is available through the standard host LUN inquiry.
Specifically, only the LUN IDs and the up/down status of the host LUN are
provided through in-band discovery.
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If the DPI loses communication with the Command View EVA application,
the DPI reverts to in-band discovery mode. Although, though the information
collected during the previous out-of-band discovery is maintained, it is not
updated.

Note

The DPI cannot discover uninitialized storage subsystems. EVA subsystems
can only be discovered by its hosts with presented LUNS.

Device information

Device information is gathered via the Storage Area Manager Host Agent.

Note
HSYV physical disk information is provided via the LUN allocation tab.

Device status

Storage Area Manager obtains the LUN status from the Host Agent. The Host
Agent performs a SCSI request on each host LUN to determine if the host has
connectivity with the LUN.

Events

The DPI generates events by polling Command View EVA and determining if the
status of the EVA has changed. The SNMP traps sent by the SMA are not used by
the DPI because the traps do not identify with which array the event is associated.

Performance data collection

Storage Area Manager gathers performance data from Command View EVA
through the SMA proxy device.

The following performance metrics are supported:
m  LUN statistics

e  LunReadResponseTime

e  LunReadDataRate

e  LunReadDataSize

e LunReadQueue

e  LunWriteResponseTime

e  LunWriteRequestRate

e  LunWriteDataRate

e  LunWriteDataSize

e  LunWriteQueue
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LunTotalRequestRate
LunTotalDataRate
LunTotalTransferSize
LunPercentRead
LunPercentWrite
LunTotalQueue
LunReadOperations
LunTotalOperations

LunWriteOperations

m  Subsystem statistics

SubsystemReadResponseTime
SubsystemReadRequestRate
SubsystemReadDataRate
SubsystemReadDataSize
SubsystemReadQueue
SubsystemWriteResponseTime
SubsystemWriteRequestRate
SubsystemWriteDataRate
SubsystemWriteDataSize
SubsystemWriteQueue
SubsystemTotalRequestRate
SubsystemTotalDataRate
SubsystemTotal TransferSize
SubsystemPercentRead
SubsystemPercentWrite

SubsystemTotalQueue

n Device statistics

DeviceReadOperations
DeviceTotalOperations

DeviceWriteOperations
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EVA disk arrays: Storage Area Manager configuration requirements

To discover and gather information from EVA disk arrays, Storage Area Manager
requires the following:

s Command View EVA must be installed and operational on the SMA.

e  Business Copy EVA and Continuous Access EVA may also be installed
on the SMA though Storage Area Manager does not use them.

m  The SMA must configured in Storage Area Manager as a proxy device.

m  The Storage Area Manager Host Agent should not be installed on the SMA.
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Configuring the SMA as a proxy device
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To configure the SMA as a Storage Area Manager proxy device:

1.
2.
3.

Select Tools — Configure.

Under Discovery, select Proxy Devices.

Select SANworks Management Appliance from the device type drop-down

menu.

The Storage Management Appliance uses two sets of user names and passwords:

The first allows access to the Command View EVA software (running on the

SMA, port 2381).

. Default user name: administrator

e  Default password: administrator

! Important

Use this user name and password when configuring the proxy device.

The second allows access to the SMA web GUI.

° Default user name: administrator

e  Default password: admin<nnnnnn>

where <nnnnnn> is the last six digits of the SMA serial number

reversed.
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When discovery runs, Storage Area Manager uses the proxy configuration to
gather information from Command View EVA.

In Storage Area Manager, perform the following steps.
1. Expand the Storage Devices node.

2. Click the Storage Node Manager tab.

3. Select the EVA array from the list

You should see the following message: “The subsystem is being monitored
through an HSV management server.”

If you do not see this message, allow approximately one half hour for Storage Area
Manager to discover and query the EVA.

If the following message displays: “No management server is available to monitor
this subsystem. Limited data is being collected through SCSI,” then the user name
or password for the proxy device may be incorrect.

Application links

It may be desirable to launch the Command View EVA from Storage Area
Manager. This link is not created by default, because Storage Area Manager does
not automatically discover the SMA. However, this link can be created using the
global application link feature of Storage Area Manager.

To create the link:
1. Select Tools — Storage Node Manager — Add Application Link.
2. Enter a name for the link.

Enter the following command:
$browser http://<IPADDRESS>:2301/ResEltCpgFusion

Where 1PADDRESS refers to the IP address of the SMA.

If you have multiple appliances, you must create a link for each one.
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The HP StorageWorks HSG Controller DPI

ulll

MA8000 / EMA12000 FC

The HP StorageWorks HSG Controller DPI supports

m  HP StorageWorks enterprise modular array 16000
m  HP StorageWorks enterprise modular array 12000
m  HP StorageWorks enterprise storage array 12000
m  HP StorageWorks modular array 8000

m  HP StorageWorks raid array 8000

m  HP StorageWorks modular array 6000

s IBM Model 2106 modular storage server

This section covers

m  Management software, including Storage Area Manager dependencies
s DPI communication

m  Storage Area Manager configuration requirements

EMA/MA disk arrays: management software

The following HSG-related management software is used or required by Storage
Area Manager:

m  StorageWorks Command Console (SWCC) — Provides the ability to
monitor and manage the storage connected to the HSx80 controller. It enables
configuration of virtual disks, notification of events, and monitoring of
storage systems.

The SWCC software consists of two packages:

e  Client — Interactive graphical software program that runs on Microsoft
Windows. The SNMP service must be installed and running in order to
use the client. SWCC Client software provides an easy method to
configure, monitor, and troubleshoot a storage subsystem.
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e  Agent — Pass-through program installed on the server that is connected
to the storage subsystem. The agent operates as a service on the server
and is the communication interface to one or more clients connected to a
network.

Note

The SWCC agent was formerly known as the Steam Agent and more recently
as the HS Service Agent.

By default, Storage Area Manager creates an application link to access the
SWCC client.

The following HSG-related management software is used or required by Storage
Area Manager:

Array Controller Software — Controls access to HSG-based disk arrays. It
provides a command line interface and is installed on a host system. The
command line interface is used to communicate with the HSG controller to
configure the disk array.

SANworks Secure Path — Provides continuous data access for the MA8000
and EMA 12000 storage systems configured on Windows. Secure Path allows
a StorageWorks dual-controller RAID subsystem to be connected to two or
more independent SCSI, fibre channel arbitrated loop, or fibre channel
switched fabric paths by using multiple host bus adapters (HBAs) in each
server.
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EMA/MA disk arrays: DPI
communication
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This graphic shows the interfaces that the Storage Area Manager uses to gather
information from HSG disk arrays.
Device discovery

HSG disk arrays are discovered by the Storage Area Manager Host Agent by
means of host LUNs. On hosts with the Storage Area Manager Host Agent
installed, Storage Area Manager performs a standard SCSI Inquiry of each host
LUN.

Device information

All device information is retrieved by means of SCSI inquiries issued to the HSG
controller by the DPI. The information gathered includes array capacity, available
space, number of LUNs, raw size, RAID level, LUN IDs, and so on.

Device status
HSG disk array status is determined by means of SCSI inquiries issued by the
Storage Area Manager Host Agent.

DPI limitations

m  Configurations in which the disk array is connected to Solaris hosts only are
not supported.

s Only the Windows version of SANworks Secure Path is supported.
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m  Arrays using the HSG60 and HSG80 controllers are supported. Arrays using
the HSZ70 and HSZ80 controllers have not been tested

Performance data collection

Rev. 3.43

The DPI retrieves performance information by means of SCSI inquiries issued by
the Storage Area Manager Host Agent. The following performance metrics are
supported:

s Common metrics
e  Device Percent Reads From Cache
e  Device Percent Writes To Cache
e  Device Read Cache Hits
e  Device Read Operations
e  Device Total Operations
e  Device Write Cache Hits
e  Device Write Operations
e  LUN Percent Reads From Cache
e  LUN Percent Writes To Cache
e  LUN Read Cache Hits
e  LUN Read Operations
e  LUN Total Operations
e  LUN Write Cache Hits
e  LUN Write Operations
s Controller-level metrics
e  Subsys Total I/O Rate
e  Subsys Read I/O Rate
e  Subsys Write I/O Rate
e  Subsys Total Throughput
e  Subsys Write Throughput
e  Subsys Write Size
e  Subsys Read Throughput
e  Subsys Read Size
e  Subsys Percent Read Commands
e  Subsys Percent Write Commands

e  Subsys Percent Read Data



HP OpenView Storage Area Manager Fundamentals

Subsys Read Cache Rate
Subsys Read Cache Hit Rate
Subsys Read Cache Hit Size
Subsys Read Cache Data Rate

Subsys Read Data Throughput Rate

Subsys Cache Miss Rate
Subsys Read Miss Size
Subsys Total Queue Length
Subsys Read Queue Length
Subsys Write Queue Length
Subsys I/O Response Time
Subsys Read Response Time
Subsys Write Response Time

LUN:-level metrics

Total I/Os per LUN
Read I/O Rate

Write I/0 Rate

Total Data Throughput
Read Data Rate

Read Size

Write Data Rate
Average Queue

Read Queue

Write Queue

Read Cache Hit Rate
Read Cache Rate
Read Cache Data Rate
Read Cache Hit Size
Read Miss Rate

Read Miss Size

Read Miss Data

Write Size
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Percent Read Commands
Percent Data Commands
Read Response Time

Write Response Time

Controller-level metrics

Total I/Os per LUN
Read I/O Rate

Write I/0 Rate

Total Data Throughput
Read Data Rate

Read Size

Write Data Rate
Average Queue

Read Queue

Write Queue

Read Cache Hit Rate
Read Cache Rate

Read Cache Data Rate
Read Cache Hit Size
Read Miss Rate

Read Miss Size

Read Miss Data

Write Size

Percent Read Commands
Percent Data Commands
Read Response Time

Write Response Time
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EMA/MA disk arrays: Storage Area Manager configuration
requirements

To discover and gather information from HSG disk arrays, Storage Area Manager
requires the following:

1.

Install the StorageWorks Command Console client (available on the Solution

Software CD that came with the array) on the Storage Area Manager

management client.

Add the subdirectory where the SWCC client is installed to the system PATH
of the Storage Area Manager management client.

a.

System Properties 2 x|

Generall Metwork |dentification Hardwarel User Profiles  Advanced |

— Performance
=L Perfformance optiohs cottrol how applications wse memary,
= | .
which affects the speed of your computer.

Perfarmance Options. ..

r Environment Y ariables

Environment wariables tell wour computer where to find certain
tppes of informatior,

Erwironment Yariables...

— Startup and Recowvery
Startup and recovery options bell pour compuber how to start
_.-' and what to do if an error causes your computer to stop.

Startup and Recovem. .. |

Right-click My Computer on the Windows desktop and select
Properties to display the system properties dialog box.

(n] 4 I Cancel | Apply

Select the Advanced tab and then click the Environment Variables
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c. Select Path from the System variables section and then click Edit.

Environment Yariables 21 x|

—User wariables For Devel

Yariable | ‘alue |

TEMP C:\Docurments and Settings\DeveliLocal ...

THMP C:\Documents and Settings\DeveliLocal ...
Mew. .. Edit... | Delete |

—Syskem variables

Yariable | Yalue |ﬂ
OsZLibPath CAWIMMNT | swstem32los2ydll;
O AgentDir Clusrioy J
CwInstallDiv Chusro
U INNT Sy stem 32w
PATHEXT JCOM;.EXE; BAT) .CMD) WES; WEELIS!.... =]
e, | Edit... | Delete |

(04 I Cancel |

d. Addc:\Program Files\Compag\SWCC to the end of the variable
value for the path and click on OK.

Edit System Yariable 7] x|
Wariable Mame: I Path
Wariable Yalue: nrngrjre ey

Ik I Zancel

e. Click OK twice to complete the changes to the system path.
f.  Reboot Windows for the change in the system path to take effect.

3. Verify that you can start the StorageWorks Command Console client outside
Storage Area Manager by typing swcc.exe in a command window. If you
cannot run SWCC, review the SWCC installation procedures and address any
issues before attempting to use the application link.

Application links
By default, an application link to the StorageWorks Command Console client is
created on the Storage Area Manager management station.
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EMC Symmetrix DPI

Symmetrix 3000 Symmetrix 5000 Symmetrix 8000
I \ i II | \ i
The EMC Symmetrix DPI supports
s EMC Symmetrix 8000 family (8830, 8730, 8530, 8430, 8230)
s EMC Symmetrix 5000 family (5930, 5830, 5700, 5630, 5430, 5330)

s EMC Symmetrix 3000 family (3930, 3830, 3700, 3630, 3430, 3330)

This section covers

AT
i
(T
[T

m  Management software, including Storage Area Manager dependencies
s  DPI communication

m  Storage Area Manager configuration requirements

EMC Symmetrix disk arrays: management softwareThe EMC
ControlCenter 5.1.1 software suite includes a number of applications, all of which
are accessible from the ControlCenter console. Storage Area Manager requires the
following application:

= Symmetrix Manager — Monitors the status, performance, and configuration
of Symmetrix storage systems.

Storage Area Manager uses the EMC command line interface (SYMCLI) that
is included with Symmetrix Manager. SYMCLI monitors and controls
operations on Symmetrix storage systems. It provides a set of commands that
obtain device configuration information, control the configuration, and
retrieve status and performance data on attached Symmetrix units. The
SYMCLI uses system calls that generate low-level I/O SCSI commands to
the Symmetrix units.
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Storage Area Manager does not use or require the following application:

CLARIiiON Management — Provides configuration for the CLARiiON
series of storage arrays with the ability to launch the Navisphere Manager for
CLARIiiON.

Celerra Management — Provides Celerra discovery and monitoring.

SAN Manager — Provides integrated network discovery, topology and alert
capabilities including zoning and LUN masking for CLARiiON and HDS
arrays.

Automated Resource Manager — Provides storage resource management;
provisioning of Symmetrix, CLARi1iON, and HP StorageWorks arrays; and
monitoring and management of host storage resources.

StorageScope — Provides asset and utilization reporting for multivendor
storage, SANs, and host storage.

Workload Analyzer — Collects and displays statistics from Windows,
UNIX and MVS hosts as well as Oracle databases, fibre channel switches,
Symmetrix and CLARIiiON disk arrays for performance analysis.

Symmetrix Optimizer — Balances physical drive I/O by swapping
Symmetrix logical volumes to less-used physical disks.

Common Array Manager — Monitors multivendor arrays.
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EMC Symmetrix disk arrays: DPI
communication
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This graphic shows the specific interfaces that the Storage Area Manager uses to
discover and gather information about the EMC series of disk arrays.

Device discovery

On systems with the Storage Area Manager Host Agent and SYMCLI installed,
EMC disk arrays are discovered via host LUNs. The SYMCLI issues EMC
proprietary SCSI commands to gather information about the array.

INTER| 13} A good overview of the SYMCLI and the underlying SYMAPI is provided
in the EMC whitepaper, ISV Access to Symmetrix Performance and
Utilization Metric, dated January 2000. It is available at:
http://www.emc.com/techlib/abstracts/emc_inside box.jsp

Device information

The DPI uses the SYMCLI to obtain Symmetrix device information. The device
information includes: storage unit information, the number of LUNs, LUN sizes,
internal disks and ports, and device status. The DPI communicates with a Storage
Area Manager SAN host, which has both the Host Agent software and SYMCLI
installed.

9-38 Rev. 3.43



Device Plug-ins

Device status

Events

LUN status is obtained by the Storage Area Manager Host Agent. Storage Node
Manager displays only Normal and Unknown/Unreachable status for EMC
Symmetrix arrays because the EMC Symmetrix device status can only be
determined based upon host LUN access. If the host systems can connect to their
Symmetrix LUNS, then the status is Normal. If they cannot connect to the LUNs
then the status is Unknown/Unreachable. If a Symmetrix array has been
discovered by a host LUN connection but a SYMCLI-capable host has not yet
been found, the status will be set to Unknown/Unreachable.

The EMC Symmetrix DPI does not generate events.

Performance data collection

Rev. 3.43

The DPI uses the EMC SYMCLI interface to obtain Symmetrix performance data.
The DPI communicates with a Storage Area Manager SAN host that has both the
Host Agent software and SYMCLI installed.

The following performance metrics are supported:
s LUNReadsPerSecond

m  LUNWritesPerSecond

m  LUNReadBytesPerSecond

m  LUNWriteBytesPerSecond

m  DirectoryReadCacheRequestsPerSecond

m  DirectoryCacheHitRatioPercentage

m  DirectorWriteCacheRequestsPerSecond

n DirectorlOsPerSecond



HP OpenView Storage Area Manager Fundamentals

EMC Symmetrix disk arrays: Storage Area Manager
configuration

OVSAM
Host
Agent
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CLI

Performance
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SYMCLI interface
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Storage Area Manager must have access to the SYMCLI 5.1 software.

To properly discover and display information for an EMC disk array, at least one
host attached to the array must have both the Storage Area Manager Host Agent
and SYMCLI installed. Additionally, this host must be configured within Storage
Area Manager as a proxy device. For failover capability, the Host Agent and
SYMCLI software must be installed on more than one host attached to the array.

By default, SYMCLI is installed on hosts attached to EMC disk arrays. For the
Storage Area Manager to invoke these utilities, they must be installed in the
default directory. If SYMCLI is not installed in the default directory, you must
specify the location during the installation of the DPI.

Note

If you need to determine the installation location of SYMCLI, search the host
for “symcfg” (symcfg.exe on Windows hosts).

If fibre channel connectivity is lost between the host and the Symmetrix array, the
EMC SYMCLI may incorrectly report performance data or report no performance
data. This issue may continue even after connectivity is restored. To fix the
problem, restart the Storage Area Manager Host Agent.
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Application linksStorage Area Manager creates the following device-specific links by

Rev. 3.43

default:

s  Local SymConsole — Starts the EMC Symmetrix Console software on the
local machine.

s Local Symmetrix Control Center — Starts EMC Control Center software
on the local machine.

n Telnet to SYMCLI host — Starts a telnet connection to a remote host. This
link is useful to run the command-line interface directly.

If the EMC management software is installed in a directory other than the default,
the Storage Area Manager application commands can be edited. To edit the launch
commands, select Tools — Device — Edit Application Link.
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/&) Configuration

Configuring a Storage Area Manager Proxy
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Perform the following steps for each host that you want to use as a proxy. The host
must have the Storage Area Manager Host Agent software and the SYMCLI

installed.

1. Select the Tools — Configure.

2. Under Discovery, select Proxy Devices.

3. Select EMC WideSky Collection host from the device type drop-down menu
and click the 4dd button.

4.  Inthe Add Proxy Device dialog box, enter the name and IP address of the
host and click the OK button.

5. In the PassPhrase dialog box, enter the directory location for the SYMCLI in
the SymCLI directory field.

6. Inthe Serial Numbers field, enter the serial numbers for one or more
Symmetrix disk arrays to which this host has access.

Note

For each EMC Symmetrix array, there should be two Storage Area Manager
Host Agent systems configured as proxies to provide redundant interfaces to
gather information from each array.
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Storage Allocater and the SYMCLI

If Storage Allocater has been activated on the host, it will initially hide all the
LUNSs (including those to EMC Symmetrix arrays) from the host. To enable the
SYMCLI to work properly, perform the following tasks:

I.
2.

From the management server, reassign the LUNS.

Execute symcfg discover to reinitialize the SYMCLI.
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The Storage Works MSA1000 and RA4100 DPI

MSA1000

R R AR

The Storage Works MSA1000 and RA4100 DPI supports

HP StorageWorks Modular SAN Array 1000 (MSA1000)
HP StorageWorks Raid Array 4100 (RA4100)

This section covers

Management software, including Storage Area Manager dependencies
DPI communication

Storage Area Manager configuration requirements

MSA disk array: management software

The following management software is available for the MSA disk array:

Management agents — Enable fault, performance, and configuration
management. Using the management agents, the System Management home
page provides status and direct access to in-depth subsystem information.

The management agent included with the MSA 1000, provides an extended
SNMP MIB for management of the MSA.

Storage Area Manager uses the management agents for discovery,
performance information and events.

Array Configuration Utility (ACU) — Disk configuration utility used to
view, set up, and configure the array controllers. Two versions of the ACU
utility available are the MSA 1000 Support Software CD:

e  Windows-based version (ACU)
e  Web-based version (ACU XE)

All the correct agent, network services, and management software must be
installed, configured, and running before all the features and functions of
ACU and ACU-XE are operational.

The ACU and ACU-XE are not used or required by Storage Area Manager.
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Selective Storage Presentation (SSP) — Enables logical units in array sets
to be partitioned to multiple servers for SAN access. The SSP also permits
sharing of the MSA 1000 between servers, including servers running different
operating systems. The SSP is implemented within the fibre channel array
controller firmware. Each logical drive on the controller has an access control
list that contains the World Wide Names (WWNs) of server host adapters
having access to that drive. If a server tries to send commands to a logical
drive that it does not have access to, the firmware will reject the command.

SSP is not used or required by Storage Area Manager.

Command line interface (CLI) of the MSA — Configures and manages all
aspects of the MSA1000. The CLI is accessed through a host computer
connected to RJ-45Z serial port of MSA1000.

The MSA CLI is not used or required by Storage Area Manager.

SecurePath —Allows a StorageWorks dual-controller RAID subsystem to
be connected to two or more independent fibre channel paths by using
multiple HBAs in each server. Secure Path monitors each path and
automatically reroutes I/O to functioning alternate paths should an adapter,
cable, hub, switch, or controller failure occur.

SecurePath is not used or required by Storage Area Manager.
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MSA disk array: DPI
communication

OV SAM Array Configuration Utility

Ethernet

= = SCSI

This graphic shows the specific interfaces that Storage Area Manager uses to
gather information about the MSA disk array.

Note
This DPI supports both the MSA1000 and RAID Array 4100.

Device discovery
XP arrays are discovered by two methods:

m  SNMP-based discovery of the ACU — The Storage Area Manager
management server queries the SNMP sysObjectID.

m  SCSI Inquiry of host LUNs — On hosts with the Storage Area Manager
Host Agent installed, Storage Area Manager performs a standard SCSI
Inquiry of each host LUN.

Device information

Information about the MSA controllers, physical disks, and ports is gathered by
the DPI from the management agent using SNMP.

Device status

Host LUN status is obtained by the Storage Area Manager Host Agent performing
periodic SCSI inquiries of the host LUN.
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Events

When a change in MSA status is detected based on an SNMP query, an event is
generated by the DPI.

Performance data collection

Rev. 3.43

The DPI uses SNMP to collect performance metrics from the management agents.

The following metrics are supported:

Device metrics

Device Read Operations
Device Write Operations

Device Total Operations

Subsystem metrics

Subsystem Total I/O Rate
Subsystem Read I/O Rate

Subsystem Write I/O Rate
Subsystem Total Throughput
Subsystem Read Throughput
Subsystem Write Throughput
Subsystem Read Size

Subsystem Write Size

Subsystem Percent Read Commands
Subsystem Percent Write Commands
Subsystem Percent Read Data
Subsystem Read Data Throughput Rate
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MSA disk array: Storage Area Manager configuration requirements

The IP address of each MSA management agent host must be within the Storage
Area Manager SNMP discovery range.

For environments that include the MSA Fabric Switch 2/8, the Brocade DPI
should also be installed. Support for the MSA Fabric Switch 6 is provided with the
Fibre Alliance MIB devices DPI.

Storage Allocater does not support the MSA DPI.

Application links

By default, Storage Area Manager provides the ability to launch the MSA 1000
device manager, which is called the HP Management Agent. To launch the device
manager, right-click the MSA 1000, in the View panel or Resources tree, and select
HP Management Agent from the shortcut menu. The Management Agent for the
MSA that is managed by the host is displayed.
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Learning check
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VA disk arrays are discovered by means of SNMP?
O  True
O False

The XP DPI receives events from which of the following:
a. Command View XP

b. SNMP traps

c. Performance Advisor XP

d.  Business Copy XP

Which of these DPIs requires a Storage Area Manager proxy configuration?

a. EVADPI

b. XP DPI

c. EMC Symmetrix DPI
d. VADPI

The XP DPI must be installed and operational on Storage Area Manager
before installing Performance Advisor XP.

O True
O False

Which of the following products uses the Storage Area Manager Host Agent
to gather data?

a Command View XP
b. Command View EVA
c. Command View SDM

o

OpenView Network Node Manager
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6. To support all of the features available from the XP DPI, which of the
following is true?

The SNMP agent must be enabled

b. A Storage Area Manager Host Agent must be installed on at least one
host with access to the XP array

c.  Performance Advisor XP must be installed on the Storage Area
Manager management station.

d. The Performance Advisor XP CLUI must be installed on at least one
Storage Area Manager Host Agent system.

7. To configure the SANworks Management Appliance proxy for the EVA DPI,
which information is required?

a. Command View EVA user name and password
b. SNMP community name
c. Command View EVA management server IP address

d.  VCS administrator password

8. The EMC Symmetrix DPI has which of the following dependencies?

a. The EMC SYMCLI must be installed on a least one Storage Area
Manager Host Agent system

b. EMC Control Center must be installed and operational.

c. The EMC Common Array Manager must be installed on the Control
Center console.
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Module 10

Objectives

After completing this module, you should be able to:

Rev. 3.43

Identify the Storage Optimizer architectural components.
Describe Storage Optimizer’s dependencies for gathering metrics.
View host, interconnect, and storage device metrics.

Create custom performance charts.

View performance trends and baselines.

Configure baselines and event thresholds.

Enable/disable performance data collection. Specify the data retention period.

10-1
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Product overview and features

Storage Optimizer monitors and reports the performance of storage network
resources. Performance metrics vary by resource, but typical metrics are read and
write rates, byte transfer rates, average queue depths, various errors, invalid CRCs
and transmission words, link failures, signal losses, received and transmitted bytes
and frames, read and write operations, read and write cache hits, and blocks
requested. Storage Optimizer can display any metric that a resource supports. You
must install and license Storage Optimizer to use its features.

10-2

Storage Optimizer adds the following features to Storage Area Manager:

Performance views of host disks, volumes, HBAs, interconnect devices,
storage devices, LUNs, and controllers.

The ability to view devices in the order of their performance on a
common metric — Allows comparison of performance across like devices
and easy identification of the top (or bottom) performers.

Line charts of performance data collected for individual devices over
selectable periods of time — Define customized charts to supplement
defaults provided.

Performance trends — Line charts can show where performance is likely to
be in the near and distant future based on current trends. Using sophisticated
statistical models, Storage Optimizer identifies trends that can account for
such influences as seasonal variation. Turn this feature on or off, as well as
select from the simplest to the most sensitive predictive models.

Baselining and automatic thresholds — Using the most sophisticated
statistical analysis, Storage Optimizer can establish an extremely accurate
baseline of expected performance. Configure Storage Optimizer to send a
threshold event whenever actual performance deviates significantly from the
baseline.

Performance data export in a comma-delimited (CSV) file.

Secure access to administrator functions — Only administrators can
enable/disable the collecting, baselining, and automatic thresholding of
performance data, or schedule the summarizing and archiving of performance
data.

Command Line User Interface (CLUI) — Run-line commands expedite the
viewing and configuring of Storage Optimizer information.

Support for OpenView Operations and OpenView Reporter queries of
the performance database.
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New features in Storage Optimizer 3.1

Storage Optimizer 3.1 offers the following new features:

Rev. 3.43

More data stored in less space for longer periods — Performance data is
now stored in compressed files outside the Storage Area Manager database.
As a result, Storage Optimizer now stores raw data, instead of the hourly
summaries it previously stored, and it retains the data for up to 5 years,
instead of 1 year. The default retention period is now 1 year; it was 1 week in
the previous releases. See Performance data management for more
information.

Simplified scheduling — There is no longer a need to schedule the
summarizing of performance data for long-term (archive) storage. Storage
Optimizer automatically stores data in its original state for 1 year.
Administrators can change the default retention period to any number
between 1 and 1825 days (5 years), inclusive. Every night, Storage Optimizer
purges all files that are older than the specified number of days.
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Storage Optimizer architecture

Management Client(s) Management Server
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phluid GUI/ JCore Server application JCore server application SAN Host(s)
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files fles  &log files

Native, platform-specific daemon

Storage Device

Application extensions

The above diagram shows the Storage Optimizer components that reside on the
management client, management server, and SAN host.

As with the other Storage Area Manager applications, Storage Optimizer delivers
its functionality in a set of JCore components.
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Storage Optimizer management client components

Management Client(s)
SanManager

phluid GUI / JCore Server application

JCore Components
I Accountant Gui Panels

I Allocater Gui Panels

I Builder Gui Panels

Optimizer Panels and Config
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Optimizer Graphs
I Node Mgr Gui Panels
[+

Core Gui Panels/ Navigatio

Clay/Model API

J

config files trace & log files

ovsam
command-line JCore application

ovsam agent
command-line JCore application

Three Storage Optimizer components reside on the management client:

m  Storage Optimizer Panels and Configuration Dialog — Extends the tree to
include Storage Optimizer-specific navigation, adds Storage Optimizer view
panels, and extends the configuration window to include Storage Optimizer
options.

m  Storage Optimizer Metric Retrievers — Retrieves performance data from
the database for presentation in the client view panels.

m  Storage Optimizer Graphs — Adds Storage Optimizer graphs to client
view panels.
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Storage Optimizer management server components
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The following Storage Optimizer components reside on the management server:
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Data Collector
Model Manager
Metric Retrievers
Automerger
Autopurger

Performance Data Files
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Data Collector

The Data Collector is the core Storage Optimizer component. It is responsible for
collection of performance data from various sources, such as a hosts, switches, and
storage devices. The Data Collector takes the list of devices discovered by DDT
and creates a data source that contains a DPI for each device. It then talks to the
data sources, which can be the actual device or applications for the devices. The
DPI component communicates through a plug-in that runs underneath the Host
Agent. This Host Agent provides a wrapper that lets extraction occur from the data
source. There is a separate plug-in for each device.

Devices may support collection multiple times an hour or just once an hour.
Summarization occurs at the top of an hour and is written to the database. This
data is used to predict the next value to determine if an event needs to be
generated.

An event is sent to the Event view panel when the Data Collector is successfully
started.

Model Manager

Due to limitations in obtaining performance data from certain devices, Storage
Optimizer supports a subset of the total devices supported by Storage Area
Manager. Because of these limitations, the Model Manager acts as a mechanism to
filter the devices supported by Storage Optimizer from the database. In doing so,
the Model Manager checks to see if the DPI has a Performance Class that allows
collection of performance data. The Model Manager is also responsible for
creating and scheduling the Auto Merger as the Auto Merger retrieves the list of
supported devices from the Model Manager and uses it in the merging process.

Metric Retriever

Rev. 3.43

The Metric Retriever serves as a connection between the Storage Optimizer
performance metric information that has been collected and retained within the
repository and the reports and graphs that use the information.

Based on defined input parameters, the Metric Retriever queries the repository for
selected information, converts this information into a usable format, and then
returns the values to the calling programs. The Metric Retrievers validates all input
parameters before execution of the database query.

The Metric Retriever supports several different queries, many of which involve the
aggregation or filtering of individual hourly measurements that were archived into
the database. The Metric Retriever hides the details of such processing and returns
only the requested result, so that consumers of the performance data do not need to
understand measurement data structures or their analysis.
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Auto Purger

The Autopurger trims summarized daily measurements that have exceeded a user-
specified number of days in age. The goal of trimming is to limit the amount of
Storage Area Manager database space that is used by performance measurements.
Trimmed measurements are permanently removed from the database. The
Autopurger also deletes any measurements, hourly or daily, that pertain to a host
or device that was permanently deleted from the database since the last execution
of the Autopurger. The Autopurger executes daily upon completion of the
Automerger process.

Performance Data Files

Performance data for each metric and day is stored in compressed binary form
outside the Storage Area Manager database.
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Storage Optimizer SAN host components
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SAN Host(s)

HostAgent
JCore server application

JCore Components

3 Allocater Agent Comp

1 Builder Agent Comp
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Performance Host Agent
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Storage Device

Storage Optimizer’s Performance Host Agent (PHA) resides on each SAN host. It
provides a framework that allows Storage Optimizer to extract data from the tools
residing on the SAN host. The PHA uses a Measureware plug-in module to
retrieve host performance data. The PHA is installed as part of the normal Host

Agent installation/deployment process.
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Performance metrics and data collection

Storage Optimizer collects performance information on supported models of the
following resources and their components:

m  Disks (or LUNs), volumes, HBAs, and HBA ports on hosts
m  Interconnect devices and their ports
m  Storage devices and their LUNS, disks, and controllers

The specific metrics that Storage Optimizer collects depend on the resource.
Storage Optimizer is designed to display any performance metric that a resource
supports. View collected metrics in the collection schedule for specific resources.

Performance data collection is off until an administrator enables collection for
selected resources. When collection is enabled, the default is to collect all metrics for
hosts and common metrics for storage and interconnect devices.

Storage collection cycle

10-10

The default collection cycle minimum for all supported storage devices is 15
minutes. This default parameter is specified in config\PMCollector.prpon
the management server. If this file is empty, the default value is retrieved from the
default DPI settings for the device.

A Caution
The default collection cycle minimum specified in
config\PMCollector.prp should not modified unless requested by
HP support personnel, as difficulties with collection may result.

o -

Important
For best results, set the collection interval in XPPA to five minutes, or less.
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Collecting All metrics

When configuring performance data collection, the Collect All Metrics option includes
the custom and common metrics that a resource supports. Specific resources provide
various custom metrics depending on the model and the manufacturer. Storage
Optimizer displays custom and common metrics in charts when you select a
specific device in the Resources tree.

Collecting all metrics is the only choice for performance data collection on hosts
and HBAs. For HBAs and HBA ports, all metrics includes all of the metrics in the
SNIA library. For host LUNs and volumes, all metrics includes the metrics
provided by OpenView Operations Performance Agent (OVPA) or by OpenView
VantagePoint (VPW). (OVPA for Linux is a performance agent developed by HP and
shipped with Storage Optimizer.)

s OVPA on any host except Tru64 supports the following metrics for host
LUNSs:

e  Physical read rate (the default in lists)
e  Physical write rate
m  OVPA on Tru64 hosts supports the following metrics for host LUNs:
e  Physical I/O rate (the default in lists)
e  Physical byte rate
e  Current queue length

m  OVPA on HP-UX and Tru64 hosts supports the following metrics for
volumes:

e  Physical read rate (the default in lists)
e  Physical write rate

m  VPW on Windows hosts supports the following metrics for host LUNs and
volumes:

e  Bytes transferred per second (the default in lists)

e  Average queue depth length
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Collecting common metrics

Storage Optimizer attempts to collect a set of common metrics for all storage
devices and all interconnect devices. Common metrics allow you to compare the
performance of like resources. In fact, Storage Optimizer lists resources in order of
their performance on a common metric when you select the collective resource in

the Resources tree.

Common metrics is the default choice when data collection is enabled for a storage
or interconnect device. Common metrics are listed here, with the default metric in

resource lists shown in italic.

Common metrics for interconnect devices

m  Total errors (display default)

n CRC errors
n Invalid CRCs
n Invalid transmission words

n Link failures

m  Primitive sequence protocol errors

m  Received frames
s Signal losses
m  Synchronization losses

n Transmitted frames

Common metrics for storage devices

m  Total operations (display default)

m  Percentage of reads and writes from cache

n Read and write cache hits

m  Read and write operations

Common metrics for LUNs

m  Total operations (display default)

m  Percentage of reads and writes from cache

n Read and write cache hits

m  Read and write operations

10 - 12
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Configuring performance data collection
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Storage Optimizer collects performance metrics on selected resources and their
components every 15 minutes. It holds the data in its memory until the top of the
hour, when it summarizes the quarter-hour data into a single hourly value. If the
metric is a rate, such as bytes transferred per second, the hourly value is the
average of the collected data. If the metric is a count, such as the number of bytes
transmitted, the hourly value is the sum of the collected data. The hourly values
are stored in Storage Area Manager's database and viewed in performance lists and

charts.

Administrator’s privileges are required to start or stop the collection of
performance metrics for a selected resource.

First access the Collection/Baselining window:

1. Select Tools — Configure.

2. Select Performance Data Collection from the Configuration tree.

The view panel displays a list of the resources that provide performance
metrics, and the status of collection and baselining for each.

3. Double-click the host or device that needs a collection change.
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Enabling/disabling performance data collection

10-14

## Collection / Baselining =|
Callection | |Baselining i Threshold|
onfigure HPYBrocade 16 Port
~Collection
& Collect Comman Metrics
 Collect All Metrics
Metrics to Collect Metric Type
CevicelnvalidCRCs device -
DevicelnvalidTransmissionywards [device
DeviceLinkFailures device
DevicePrimitiveSequenceProtoc... |[device
DeviceRaceivedBytes device
CeviceReceivedFrames device
DeviceSignalLosses device
DeviceSynchronizationLossas device
CeviceTotalErrors device
DeviceTransmittedBytes device
DeviceTransmittedFrames device
ForCrcErrars port
FortlnvalidCRCs part
FortinvalidTransmissionWords  |port
ForLinkFailures port
ForPrimitiveSequenceProtocalE.. [port
PortReceivedBytes port
FortReceivedFrames port
FortSignallosses part
FortSynchronizationLosses port
PonTaotalErrars part I
PorTransmittedBytes port |
QK | Apply | Cancel | Help |

Next, from the Collection/Baselining window:

1.
2.

Click the Collection tab, if it is not already selected.

Click the Collect Metrics check box to toggle collection on or off for the
selected resource.

When the box is checked, collection is enabled and the window shows the list
of metrics being collected. No collection is the default.

If collection is enabled, select the Collect Common Metrics or Collect All
Metrics button to set the scope of metrics collected.

The default is to collect common metrics for all resources. If there are no
common metrics across a device family, such as hosts, the default is to collect
all metrics.

The list in the bottom half of the window shows which metrics are collected
at the selected scope. Any common metrics that the device does not support
are not listed.

Click OK to apply your selections and close the Collection/Baselining
window.
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5. Select another resource from the Performance Data Collection view panel
and repeat steps 1 through 4, or click OK to apply the changes and close the

Configuration window.

Note
You can enable collection for all metrics, or for only the common
metrics that the resource supports. The change will take effect at the

next collection cycle.
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Host performance metrics

Storage Optimizer uses OpenView Performance Agents (OVPA) to collect host
performance metrics. OVPA is not supported on Linux. Therefore, Storage
Optimizer uses a built-in performance collector for Linux operating systems.

! Important

On Windows operating systems, Storage Optimizer supports OVPA and VPW
6.01. VPW version 7 is not supported.
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Host disk & volume performance metric dependencies

Operating System OVPA Version Disk/LUN Volume/FS
HP-UX 11.00/11.11 C.03.35/C.03.71 v v
HP-UX (other) C.03.25.05/C.03.35.00 (11.20) v v
C.03.58.05 (11.22)
C.03.71.23 (11.23)
Solaris 7/8/9 C.03.45/C.03.75 v v
Linux Not available, Optimizer uses built-in v
performance collector
AlX 4.3.3/5.1 C.03.40/C.03.80 v
Windows C.03.30 (NT 4+W2K)/C.03.65 (W2K v v
only)
VPW 6.01
TRUG4 C.02.45.00 (Tru64 4.0F) v v

C.03.61.00 (Tru64-5.1A & Tru64-5.1B)

Rev. 3.43

Two classes of data are supported: physical volume (or physical disk, software

logical) unit and logical volume (or file system) unit.

! Important

On most Solaris customer systems, logical volume metrics are not available
because Solaris does not ship Veritas Enterprise Storage Manager. It can be

purchased as an additional product.

As an example, HP-UX metrics include:
s Disk:

BYDSK_DEVNAME

BYDSK UTIL
BYDSK PHYS READ RATE
BYDSK PHYS WRITE RATE

n Volume:

LV_GROUP_NAME
FS_DIRNAME
LV_READ RATE
LV_WRITE RATE
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Viewing host disk performance metrics
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E HP StorageWorks Erterpris
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Resources I Applications 25 HP Starageiorks Erterpris Enl Date: 5591 2003 ¥ I End Time:  |00:00 l
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WMarning |May 20, 2003 2:00:34 A PDT &= X X .
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To display a list of the host's visible LUNs and their average performance on a
selected metric for a selected time period, select the Disks subnode for a specific
host and then click the Performance tab. One metric can be viewed at a time
across all Disks/LUNs configured on the host.

The default metric depends on the agent (OpenView VantagePoint or Performance
Agent) that is providing the performance metrics. The default period is the last 24
hours.

Click the Properties icon to change the metric and the period, as well as choose to
view the metrics for specific times during the period. Metrics can be displayed as a
number or a rate.
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Viewing host volume performance metrics

Rev. 3.43
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To display a list of the host's volumes and their average performance on a selected
metric for a selected time period, select the Volumes subnode for a specific host
and then click the Performance tab. One metric can be viewed at a time across all
volumes/file systems configured on the host.

The default metric depends on the agent (OpenView VantagePoint or Performance
Agent) that is providing the performance metrics. The default period is the last 24

hours.

Click the Properties icon to change the metric and the period, as well as choose to
view the metrics for specific times during the period. Metrics can be displayed as a

number or a rate.
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Important

Host Volume Performance metrics are only supported on HP-UX, Solaris, and
TRU64 running OpenView Performance Agent, and Windows hosts running
VPW 6.01

-

The following Host Volume Performance metrics are supported for HP-UX:
= LV GROUP NAME

= FS DIRNAME

m LV READ RATE - Baselining supported

m LV WRITE RATE - Baselining supported

The following Host Volume Performance metrics are supported for Solaris:
= LV DEVNAME ALIAS

= LV DIRNAME ALIAS

m LV READ RATE - Baselining supported

m LV WRITE RATE - Baselining supported

The following Host Volume Performance metrics are supported for TRU64:
m LV READ RATE - Baselining supported
m LV WRITE RATE - Baselining supported

The following metrics are supported for (VPW A.06.01) Windows:

m  Average Disk Queue Length

m  Average Bytes transfer/second
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Viewing HBA performance metrics

Rev. 3.43

Storage Optimizer collects HBA performance metrics at both the HBA node and
port. The Core Services SNI HBA Gateway component is used to gather the data.

In order for these performance metrics to be properly gathered from the HBAs,

Storage Area Manager requires that customers install the vendor implementation
of the SNIA library.
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Viewing HBA node performance metrics

@\ HBAs - hp Dpen¥iew storage area manager ;IEIEI

File Wiew Tools Help

GO a® NS B|H SR

ER] DEFAULT_DOMAIN = ost Bus Adapters in POC-HPUX
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To display a list of the supported HBAs and their average performance on a
selected metric for a selected time period, expand a specific host and its HBA
folder, and then select an HBA and click the Performance tab.

The default metric and period is the number of invalid CRCs during the last 24
hours.

Click the Properties icon to change the metric and the period as well as choose to

view the metrics for specific times during the period. Metrics can be displayed as a
number or a rate.
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Viewing HBA port performance metrics
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To display a list of the supported HBAs ports and their average performance on a
selected metric for a selected time period, expand a specific host and its HBA
folder, then select an HBA and click the Performance tab.

The default metric and period is the number of invalid CRCs during the last 24
hours.

Click the Properties icon to change the metric and the period, as well as choose to
view the metrics for specific times during the period. Metrics can be displayed as a
number or a rate.
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Interconnect device performance metrics

Storage Optimizer collects performance data for switches at both the device and
port levels. This performance data is gathered out-of-band, using SNMP.

There are two types of counters:
m  Statistical (used to calculate throughput)

n Error

Note

Most error counters should not increase at all. If the increase in the error
counter exceeds 7200, a serious condition exists. Port Loss of Sync and Port
Loss of Signal are the two exceptions. 14,400 would signal a serious condition
for these metrics.

Refer to the hp OpenView Storage Area Manager Supported Components and
Configuration Guide for an up-to-date list of interconnect devices supported by
Storage Optimizer.
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Viewing interconnect device performance
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To view the performance of all support interconnect devices, select Interconnect

Devices and then click the Performance tab.

Click the Properties icon to change the metric and the period, as well as choose to
view the metrics for specific times during the period.

Common metrics at the switch device level include:

DeviceTransmittedBytes (Baselining supported)

DeviceReceivedBytes (Baselining supported)

DeviceTransmittedFrames
DeviceReceivedFrames

DeviceTotalErrors
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Viewing interconnect port performance
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To view the performance all ports configured on a specific interconnect device,
select the interconnect device and then click the Port Perf. tab.

Click the Properties icon to change the metric and the period, as well as choose to
view the metrics for specific times during the period. The metrics available are

device-dependent.
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Storage device performance metric dependencies

Rev. 3.43

Storage Optimizer uses the following storage device applications to gather
performance data:

XP: Performance Advisor

VA: CommandView SDM

FC60: AM60

12H: ARM

EMC Symmetrix: SYMCLI

EMC CLARIiiON: Navisphere CLI

HSG: CLI commands embedded in SCSI commands
EVA: Storage Management Appliance

LSI: CLI commands

MSA: Vendor specific (BMIC) command

Note
The metrics available vary greatly amongst storage devices
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Viewing storage device performance
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To view the performance of all supported devices, select the Storage Devices node
and then click the Performance tab.

Click the Properties icon to change the metric and the period as well as choose to
view the metrics for specific times during the period. The metrics available are

device-dependent.
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Top-N LUN queries
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To view LUN performance for all supported storage devices, click the Top-N
Query for LUNs Over All Storage Devices button. Next, select options in the top of
the Top-N LUN Query window and click the Run Query button. The procedure
displays a list of LUNS, in the order of their performance, on a selected metric for
a selected time period.

The query results display in the bottom of the window. The results of multiple
queries display on multiple tabs. Query options are described below.

To limit the query to the LUNs associated with a particular Organization, select
the organization name from the Show Organization drop-down list.
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Top-N Query parameters include:

Performance Metric — Select one of the common LUN metrics from the
drop-down list. LUNs will be listed in the order of the value of the selected
metric.

Note

Not all LUNSs provide all common metrics. To learn which metrics a LUN
provides, view the performance metrics collection information for the
enclosing storage device.

Return — Select the number of LUNs that you want to view in the top (or
bottom) of the results. Values range from 5 to 100 and All. The default return
value is 5.

View — Select the end of the results you want to view: Largest Values or
Smallest Values. The default selection is Largest Values.

Select Time Period for Data Display — The measurements that are
collected during the selected time period are averaged to obtain the queried
value. The default time period is the last week.

e  Relative — Click this button to display data collected for a selected
period up to the current date and time. Also select the length of the
period—hour, day, week, month, or year—and the number of periods
from the corresponding drop-down boxes. The default time period is
one week.

e  Absolute — Click this button to display data collected for a period
between selected dates and times. Also select the start/end date and the
start/end time.
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Enabling baselining and thresholding

Rev. 3.43

ﬂ:g\ Collection / Baselining il
Collection ElaseliningIThresholdl
Configure HP/Brocade 16 Part
~Baselining ! Threshold
[ E [v Show Events
~Baselining Parameters
Baseline Sensitivity 0.3649 I I ¥ I
Trend Sensitivity 0.028 [T A
Seasonality Sensitivity 0,100 I I vl
Threshold Sensitivity  0.500 I I 3 I
Season Length Ida\,f 'I
hetrics to Baseline / Metric Type
DeviceReceivedByles device
DeviceTransmittedBytes device
FonReceivedBytes part
FodTransmittedBytes port
(o]"4 Aaply Help |

Storage Optimizer can let you know when selected resources are performing

abnormally. If the next collected metric deviates significantly from the baseline
value, Storage Optimizer automatically generates a threshold event warning. This

is referred to as auto-thresholding.

To enable/disable baselining:

1. Click the Baselining tab from the Collection/Baselining window.
Only metrics that support baselining are displayed.

2. Click the Enable Baselining checkbox to toggle baselining on or off. When
the box is checked, baselining is enabled and the Show Events option and
baselining parameters are active. By default, baselining is off.

3. Ifbaselining is enabled, click the Show Events check box to toggle threshold

events in the event panel on or off.
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If baselining is enabled, set the baselining parameters as needed. The default
values give a small but significant sensitivity to the respective variables:
baseline, trend, seasonality, and threshold. Click the right-facing arrows to
increase the sensitivity of one or more variables. Click the left-facing arrows
to decrease the sensitivity. Increasing the threshold sensitivity decreases the
likelihood of threshold events. Also, select the length of the season, (a day or
a week), from the Season Length dropdown box.

Click OK to apply settings and close the Collection/Baselining window.

Choose other resources and turn baselining on or off, or click OK to close the
Configuration window.

Note
You must have administrator privileges to enable/disable baselining.

Baselining parameters

10 - 32

Baselining parameters determine how much weight is given to different variables
in the baseline calculation. These variables include:

Baseline Sensitivity — The weight given to recent data in the baseline
calculation. Valid values range from 0 to 1, where 0 gives equal weight to
recent and older data and 1 gives the greatest possible weight to the most
recent data. The default value is 0.369.

Trend Sensitivity — The weight given to the direction of the data. Valid
values range from 0 to 1, where 0 ignores the direction and 1 emphasizes the
direction of the data. The default value is 0.028. For data that spikes up and
down by nature, low trend sensitivity gives the best results.

Seasonality Sensitivity — The weight given to the periodicity of the data,
that is, the tendency of the data to be especially high or low at regular
intervals. Valid values range from 0 to 1, where 0 ignores the periodicity and
1 emphasizes the periodic nature of the data. The default value is .100.

Threshold Sensitivity — The amount of deviation from the baseline that is
required to cause a threshold event. Valid values are between 2 and 3, where
2 allows the least deviation from the baseline, and therefore, tends to cause
the most events, and 3 allows the most deviation from the baseline, and
therefore, causes the fewest events. The default value is 2.5.

Season Length — The length of the period that supports seasonality
sensitivity. Selectable values are a day and a week. The default is a day.
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Baseline limits

I@\ Configuration

=
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& Contacts

£ Discavery

< Additional SAN Hosts
£ Prowy Devices

£ SMMP Discovery Ranges
< Storage Domain

& Timeouts

 Events

£ Hourly Cleanup

% Timing

£ Triggers

Manage Host Agent

& Client

% Server

Ferformance Charts
Performance Data Collection
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----- % Junk File
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Performance Data Collection

Device Type [Al =l

Device Name Device Type Collecting Baselining

HF FCEQ Array(l) Starage Device Commoan Metrics Off

HF FCEQ Array(2) Starage Device Off Off

HP WAT100 Array Storage Device Off Off

HF XP256 Starage Device Off Off

HF xF512 Storage Device Off Off

HPJBrocade 16 Port Interconnect Device  |Of off

HPJBrocade 8 Port Interconnect Device  |Off Off

Al Host Off Off

HP-1H(1) Host Off Off

Liru Host off off

Sun0g Host off off

Win2000¢1) Host off off

Win2000(2) Host Off Off

WnNT(1) Host off off

WinNT(2) Host Off Off

WiNMT () Host Off Off

| J Auvailable Baselines Edit |
ok | cancel sy | het |

The number of metrics that can be baselined depends on the processing resources
of the management server. For that reason, Storage Optimizer limits baselining to
a portion of the metrics that can be collected on a device, and keeps a running
balance of the total number of baselines that can be set. When baselining is
enabled on a device, Storage Optimizer calculates how many baselines would be
needed if the device supported all the baselinable metrics. Baselinable LUN and
port metrics are multiplied by the number of LUNS or ports, respectively, on the
device. Storage Optimizer then subtracts the number of potential baselines from
the total number of baselines available, and displays the balance when you view
baseline thresholds.

Performance charts

Performance charts are line graphs showing the changes in a performance metric
(y axis) over time (x axis). Storage Optimizer provides factory-default charts as

well as the ability to create custom charts.
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Viewing performance charts
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To view a performance chart
1. Select a device in the Resources tree.
2. Double-click the chart from the list provided in the View panel.

Charts appear in a separate window from the main Storage Area Manager
application. This allows selection of other items within the application while
keeping the chart in view.

Subsequent charts all appear in the same window, referred to as the chart frame.
Tabs contain the name of the charts when multiple charts are open. To view more
than one chart simultaneously, right-click the toolbar and select View Chart in New
Window. The selected chart displays in a separate window. Right-click to remove
the chart and its tab from the chart frame
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Performance charts contain collected data, projected data, and range bars.

m  Collected data — Performance charts display collected data up to the current
date and time. Press and hold down the mouse button on the data points in
actual charts to view the date and time that the data was collected.

s Projected data — When a chart includes trends, a broken line traces and
extends beyond collected data. The broken line represents a pattern analysis of
collected data and the projection of that pattern into the future. Projections must
be interpreted according to the model that is used to make the analysis. The
analysis model is indicated at the bottom of the chart.

m  Range bars — Vertical bars along the projected values show the range of
possible values based on the required confidence. Greater confidence in the
prediction implies greater ranges.
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Working with performance charts

[

&) Enter a Chart Litle - hp Open¥iew storage area manager i —1o] x|
Export to .csv value Enter a Chartle |
& il 9 kB Autoscale [ Display As Rate [Z >
Prlnt Enter a Chart title
20
. . 16 e | \
Propertles Window - [ [Monday, June 17, 2002 11:41 AW PDT,17 523
§12
5 ~d
S g
Chart help &
4
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Zoom 06f17/02 06:00 06/17/0212:00  0BM17/0218:00 06802 00:00 0618702 06:00 0B/18/0212:00
Metric Mame Line Style Device Mame Device Type Scale Multiplier
Reset 200m DeviceReadCacheHits (Hi... HP SureStore E Disk Array...|StorageDevice 1.0
£ th

DisplayAsRate V. Display as either rates or raw values

Gl

The chart legend displays the following for each entry: metric name, line style,
device name, device type, and scale multiplier (if the autoscale feature is used).

The following options are available from the chart toolbar:
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Export Data — Exports chart data to a CSV file.
Print — Opens the Print Preview window, where printing can be initiated.

Properties — Displays the Modify Chart Properties window, which allows
you to change the time period, presentation, and trending/baselining options.

Help — Displays context-sensitive help in the current window.

TopN query, Zoom, Zoom Reset, and Autoscale — described later in this
module.

Display as Rate — Specifies whether the value is viewable as a rate or raw
value. A rate value represents the “per 