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hp OpenView storage virtual replicator
lab 1

Objective

Rev. 2.31

Your customer, Widget Inc., is interested in using HP OpenView Storage Virtual
Replicator to allow the quick backup of their SQL database. Their current backup
window is not at an acceptable time threshold. They want to use Virtual Replicator
to create snapshots of their data to be used for online backups. Virtual Replicator
will allow them to quickly backup their data, while not interrupting their
applications.

The instructions in this lab take you through all the steps necessary to configure
and use Virtual Replicator with Microsoft Windows 2000.

Note

You will find additional information in the Virtual Replicator System
Administrator’s Guide.

L1-1
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Hardware

Each group of students performing this lab requires one system configured as
follows:

m  Processor: Intel Pentium

m  Memory: 128MB required (256MB recommended)

m  Disk space: 100MB required for full Virtual Replicator installation
m  Storage (one of the following configurations):

e Internal — Four disk drives (one system disk, three unformatted drives).
Three drives installed in the storage cabinet, one external to the cabinet.

e  External — Three disk drives (unformatted). JBOD LUNs created for
two drives, one unassigned.

Important

If you are using external HSG storage, ensure that you DILX the units to
remove any existing OS metadata.

-

L1- 2 Rev. 2.31
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Preinstalled Software

The following software must be pre-installed:

Rev. 2.31

Microsoft Windows 2000, Professional, Server, or Advanced Server SP2 or
greater for all versions.

Note

Virtual Replicator also supports Windows NT 4.0, SP6a or greater. However,
the section on Online Volume Expansion requires Windows 2000.

Microsoft Internet Explorer 5.01 or greater
Microsoft Management Console 1.1 or greater
Microsoft SQL Server 7 Service Pack 3 or greater.
Parameters to use when setting up SQL Server 7:
e  Use alocal service account

e  Select 50 Client Access Licenses

e  Using SQL Enterprise Administrator, ensure that authentication is set to
both Windows NT and SQL. Select Server — Properties — Security —
Windows NT and SQOL.

A SQL admin user created who has full rights to the master database. (The
admin user can be created in SQL Enterprise Manager.)

SQL “admin” user parameters include:
e  No password

e  Allroles on the server

e  All access to the master database

A c:\scripts directory on the local drive of each of server to install and run
SQL scripts

Note

Microsoft Management Console (MMC) is included with the Windows 2000
operating system, but not with Windows NT 4.0. To obtain the latest version
of MMC, contact Microsoft.

L1- 3
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Virtual Replicator Lab Overview

Each section of the lab contains multiple exercises.

Note

The exercises in this lab use a GUI to execute Virtual Replicator tasks. To
schedule a snapshot creation that will be used for backup, use the Virtual
Replicator command line interface SnapMgr in a batch and use Windows
Scheduler to schedule the execution of the batch.

Section 1 — Creating Pools and Virtual Disks

In this section, you will create pools and virtual disks using both the MMC and the
command line interface.

Section 2 — Using Snapshots for Data Recovery

In this section, you will use snapshots to restore data from a corrupted database
application. You will also simulate a drive failure and the resultant inability to
recover if no external backup media is used.

Section 3 — Using Online Volume Growth (Optional)

In this section, you will learn about the new Online Volume Growth feature of
Virtual Replicator for Windows 2000. You will expand a virtual disk dynamically
while applications and data remain accessible.

Section 4 — Deleting Virtual Disks, Snapshots, and Pools

In this section, you will learn the proper procedure for removing snapshots, virtual
disks, and pools.

L1- 4 Rev. 2.31



Lab 1 — Virtual Replicator

Section 1 — Creating Pools, Virtual Disks

Overview
There are two exercises in this section:
m  Exercise 1: Creating Pools

m  Exercise 2: Creating Virtual Disks

Rev. 2.31 L1-5
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Exercise 1: Creating Pools

L1- 6

With Virtual Replicator, hardware array storage or physical disks are grouped into
a logically concatenated pool of disk space. You can create any number of pools
and use any storage to which Windows has direct access in a pool. In addition to
standard single disks, you can use controller-based, fault-tolerant disk arrays,
referred to as storage units.

The purpose of this exercise is to create a storage pool.

1. Start Virtual Replicator by selecting Start — Programs — Compagq
SANworks Virtual Replicator — Snapshot Manager.

Tn SnapsholManager - [Snapshet Manager (local)] =0l
|aon yew ||+ » B@E B 2000 (8o
Tres | Meme | Twe  |Compscty [ree | cested |

Pearty to manage virtual replicakor resources. [

2. Right-click Snapshot Manager (Local) then select New — Pool.

Rev. 2.31
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New Pool Wizard __ ]

Welcome to the New Pool Wizard

Thiz wizard helps create a new pool. |t azks you to zelect
the storage units that you want bo uze in the pool, and to
pravide a name far the new poal.

To continue, click Mest.

= Back I Mext » I Cancel |

3. Click Next when the New Pool Wizard displays.

The New Pool Wizard displays a list of storage units that are available for
pool creation.

Mew Pool Wizard __

Storage Units
Select the storage units for pour poal.

d

Availlable storage units: Selected ztorage unitz:

Unit | Capacity | Type
=iDisk 2 8676 MB Local

Ehisk 3 17352 MB Local
<.. |

4] | > 1 | &

Tatal capacity: 26023 Gl

| rit | Capacity | Type

< Back I MHest = I Cancel |

4.  Select one of the storage units and click the right arrow button (—). Repeat
this for the remaining storage units. Click Next. The Pool Information
window displays.

In the preceding screen shot, which storage units will be used in creating the
pool?

Rev. 2.31 L1-7
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Mew Pool Wizard i

Pool Information
Enter a pool name and segment zize.

Pleaze provide a name for the new pool.

Cormprter; LAB-APPLICATION

Poaol name: Fooll

Select zegment zize [ophional].

wou can create in the poal,

b axirurn dizk, zize: 1TRB

The segment zsize determines the largest pozzible virkual digh

Seament zize: I Drefault = I

< Back I MHeut » I

Cancel

5. Name the pool Pooll.

6. In the Segment size drop-down box, click each of the available options and
note the corresponding Maximum disk size. A segment is a unit of disk space

used in virtual disk allocation and snapshot copy-out operations.

What are the available options for Segment size?

7. Select 128KB as the segment size, and click Next.

L1- 8
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Rev. 2.31

New Pool Wizard ) x|

Completing the New Pool Wizard

The pool was successfully created.

To cloze thiz wizard, click Finish.

< Back I Firizh I Cance| |
8. When the New Pool Wizard completes, click Finish.
"t SnapshotManager - [Snapshot Manager (Local)] i 10| x|
| acon vew ||+ | @@ R 203G 8 s |
Mame | Type l Capacity I Fres I Created I
EaF'DDII Food 3460 ME 34668 ME 1f15f200...

Ready to manage virtual replicator resources, !

On the MMC display, note that the newly created pool is listed in the window
on the right side.

L1-9
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Exercise 2: Creating Virtual Disks

The virtual disks that you create in the pool perform and behave in exactly the
same way as physical disks. That is, you can format and map drive letters to them,
just like physical disks. You can also install applications to a virtual disk,
including cluster-aware applications, such as Microsoft Exchange.

To create virtual disks.

1. Open Snapshot Manager.
2. Right-click Pooll.

3.  Select New — Virtual disk.

Mew Yirtual Disk Wizard - x|

Welcome to the New Virtual
Disk Wizard

Thiz wizard helpz create a new wirtual disk. It asks you for
the capacity and name of the new virtual dizk. Then it letz
wou map a drive letter to the disk and format it.

To continue, click Mext.

« Back I Mext » I Cancel

4.  When the New Virtual Disk Wizard displays, click Next.

L1- 10 Rev. 2.31
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Mew Yirtual Disk Wizard

Yirtual Dizk Information
Pleaze provide a name and capacity for the new virtual disk.

— Pool
M ame: Poall
Free space: 34663 ME
— Mew Yirtual Digk
Marme: I'V'l:lisk'l
Capacity: |1 (] I ME j
Yirtual disk capacity cannaot excesd the free space in the poal.

< Back I M et > I Cancel

5. On the Virtual Disk Information screen, enter the new virtual disk name as
Vdiskl.

The name you select can be up to 23 characters long. Choose a name that is
different from any pool or virtual disk on the stand-alone computer or cluster
that you will be managing.

6. Enter a capacity value of 1000 MB (1GB).
7. Click Next.

Rev. 2.31 L1- 1
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Mew ¥irtual Disk Wizard

Drive Letter Assignment
Y'ou mugt map a drive lether to the wirtual dizk before it can be formatted.

(¥ Hap drive letter IZ: j

....................................

™ Mo dive letter

< Back I et » I Cancel

8.  The Drive Letter Assignment window displays. Assign the drive letter Z: and
click Next.

What would be a reason for not assigning a drive letter at this time?

L1- 12 Rev. 2.31
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9.

10.

11.

New Yirtual Disk Wizard X|

Format ¥Yirtual Dizsk
Select whether ar ot ko format the virtual digk now,

Do you want ko format the new virtual disk now?

[f you chooze Mo, pau can farmat it later.

" ‘es Allocation unit size o
 No i Allocation unit size defings the smallest amount of dizk space that iz
allocated to hald & file. T ensure the highest efficiency for storing

infarmation, it iz strongly recommended that you accept the default
allocation unit size.

< Back I et » I Cancel

Ensure that Yes is selected on the Format Virtual Disk window.
Accept the default Allocation unit size (1024).

Other than the reason listed on the screen, why should you select the default
allocation size?

(Hint: from the Virtual Replicator System Administrator’s Guide, You cannot
defragment a virtual disk if the allocation size is greater than 4096.)

Click Next.

L1- 13
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New Yirtual Disk Wizard x|

Completing the New Virtual Disk
Wizard

The wirtual dizk waz successfully created.

Q Additional tazks that have completed successfully

include the fallowing:

& The drive letter waz succeszsfully mapped.

& The virtual dizk was successfully formatted.

To cloge thiz wizard, click Finizh.

< Back

Caneel |

12. Click Finish.

13. Click on Pooll and verify that the virtual disk that you created is listed under
the pool and on the right side of the screen.

L1- 14 Rev. 2.31
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Rev. 2.31

14.

15.

General I Storage nits I Statisticsl

Pooll
Type: Fool
Status: Fool Orline
Capacity: J4569 MB
Free space: JI6ET MB
Segment zize: 128 KB
Created: Tuesday, January 15, 2002 5:53:03 Ak
b odified: Tuezday, January 15, 2002 10:30:43 Ak

(] 4 I Cancel Bpply

Right-click Pooll and select Properties.

What storage units are included in the pool?

Examine the information on each tab. Click OK when you are finished.

L1- 15
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vdisk1 (2:) Properties

16. Right-click Vdiskl and select Properties.

What is the amount of Delspace available?
17. Examine the information on each tab. Click OK when you are finished.
18. Minimize the MMC.

L1- 16 Rev. 2.31
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19.

20.

vdisk1 {2:) Properties 7] x|

Online “olume Growth I Wirtual Dizk, I “Wieb Sharing
General | Tool: I Hardware I Sharing I S ecurity I Cluota
Label:

Type: Local gk
File spztern: MTFS
. |lzed space: 7847 936 bytes 748 MB
. Free space: 1.040.707 584 butes 932 MEB
Capacity: 1.048, 555,520 bytes 393 MB

Difive = Dizk Cleanup. .. |

[T Compress drive to save dizsk space

v allow Indesing Service to index this disk for fast file searching

k. I Cancel | Al |

Using Windows Explorer (or My Computer), right-click Vdiskl and select
Properties to examine the properties (General, Tools, Hardware, Quota,
Sharing, Security, and Quota tabs).

Note that it has the same attributes as a physical disk. Also note the additional
tabs:

e  Virtual Disk tab — Provides information specific to the virtual disk.

¢  Online Volume Growth tab — Allows you to dynamically expand the
size of the virtual disk. Do not grow the volume at this time.

Click OK when you are finished.

L1- 17
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Section 2 — Using Snapshots for Data Recovery
Exercise 1: Application Startup

In a business environment, recovery actions result from data corruption or loss of
application data in a database. In this exercise, you will start a simulated
application and corrupt (delete) the data.

Note

If you do not have a c:\scripts directory, your instructor will point you to the
files necessary to start this application data simulation.

1. Using Windows Explorer, find the batch file CreateDB_VR.bat. Double-click
the CreateDB_VR.bat batch file to execute it.

2. Locate iSQLw.exe and double-click the file.

] SQL Server Query Analyzer
Flle Edlt ¥iew Query Window Help

Connect to SQL Server =i

) soLsewver [local I
[ StalsaL Seves¥ siopped

 Connection Infarmation:

% Use SOL Server authentication
Login Name: | admin

Password ||

[Cox ] cael | b

3. Log in with the admin user ID admin and no password. Use the defaults for
any other parameters.

4. Select File - Open — CreateOriginal VR.sql.

The SQL statement in this query creates a simulation of data entry in a
database application.

5. Click the green arrow (run) icon in the menu bar to execute the SQL script.

6. Move the iSOLw.exe window to the upper left corner of your screen so that it
remains visible.

L1- 18 Rev. 2.31
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Exercise 2: Deleted File Recovery
To recover a file that was deleted from the production database:

1. Double-click the SQL Server icon in your system tray to open the SQL
Server manager.

50 SOL Server Service Ma age 10| x|

Server LAE-APPLICATION

Stark/Cantinue
|| FPauze
] Stop

¥ Auto-start zervice when 05 starts

[“SLAB-APPLICATION - MSSGLServer - Bunning

Click Pause — Yes to pause the SQL Server application.
Open Snapshot Manager.
Expand Pooll, then right-click Vdiskl.

M

Select New — Snapshot.

New Snapshot Wizard i |

Welcome to the New Shapshot
Wizard

Thiz wizard helpz create a new snapzhot. |t asks pou what
hame you want to give the new snapzhaot, and letz you map
a drive letter toit,

IMPORTAMNT: Snapshots may be deleted
automatically by the Lifequard service.

Pleaze zee the onling help for detailz.

To continue, click Mext,

< Back I MHeut » I Cancel

6.  When the New Snapshot Wizard displays, click Next.

Rev. 2.31 L1-19
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Mew Snapshot Wizard j x|

Snapzhot Information
Pleaze provide a name for the new snapshot.

— Parent
M ame: Widizk
Capacity: 1000 ME

—Mew Snapzhot
M armne: ISHED”

< Back I Mest » I Cancel |

7. Enter Snapl as the New Snapshot Name, Click Next.

MNew Snapshot Wizard j |

Drive Letter Assignment
You must map a drive letter to the snapshot befare it can be formatted.

Do wou want to map a drive letter now? 1f you chooze not to, pyou can map a drive letter

later.
& blap drive letter IY: Tl Yolume Label |Snap|
" Mo dive letter

¢ Back I Mest > I Cancel |

8. On the next screen, select Map drive letter. Select Y: from the drop-down list.

9.  Change the Volume Label to Snap! (defaults to the volume label of the
parent disk), then click Next.

L1- 20 Rev. 2.31
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Mew Snapshot Wizard N x|

Completing the New Snapshot
Wizard

The znapzhot waz successiully created.

Additional tazks that have completed successfully
ifnclude the Fallowing:

& The dive letter was successfully mapped.

& The volume label was successfully zet.

To cloge thiz wizard, click Finigh.

« Back I Finizh I Cancel

10.

11.

12.

13.

14.

Rev. 2.31

When the completion window displays, click Finish.

How long did it take to create the snapshot?

Return to the SQL Server management window and click Start/Continue to
restart the server.

Return to the iISQLw.exe window and click the red block (stop) icon in the
menu bar to stop the query.

Using Windows Explorer, find the PseudoApplicationDB_data.mdf file in the
|data directory on your virtual disk (Z:).

What is the size 0f the data fI1E7 ... eeeeeeas

Using Windows Explorer, find the PseudoApplicationDB_data.mdf file in the
\data directory on your snapshot disk (Y:).

What is the size 0f the data f11€7 ..cooveeneeeeee e
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15. Return to the SQL Server management window and click Stop — Yes.

16. Using Windows Explorer, delete the database file
z:\data\PseudoApplicationDB_data.ldf.

17. Return to the SQL Server management window and click Start/Continue.

18. Return to the iISQLw.exe window and rerun the query (click the green arrow
icon).

What is the result?
19. Return to the SQL Server management window and click Stop — Yes.
20. Copy both database files from the snapshot (copy and paste).
21. Return to the SQL Server management window and click Start/Continue.

22. Return to the iSQLw.exe window. Select File — Open —
CreateOriginal_VR.sql. Run the query (click the green arrow icon).

What is the result?

Note

Another option for restoring data is Virtual Replicator Flashback, which
restores the entire virtual disk from a snapshot.
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Exercise 3: Damaged Disk

Rev. 2.31

The purpose of this exercise is to simulate a disk failure in the pool:

1.

At the iISQLw.exe window, select File — Open — ShowData.sql. Run the
query (click the green arrow icon).

What is the result?
At the storage system, physically remove all drives used in the virtual pool.

Using Windows Explorer, try to delete the database log file
z:\data\PseudoApplicationDB _log.ldf.

What is the result?

Return to the iISQLw.exe window and rerun the query (click the green arrow
icon).

What was the result?
Attempt to copy the deleted file from the snapshot drive (Y:).
What is the result?

Replace the drives removed in step 3.
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Section 3 — Online Volume Growth (Optional)
Overview

L1- 24

Virtual Replicator lets you increase storage capacity without disrupting operations
on Windows 2000 systems. Typically, when you grow a RAIDset, the operating
system does not recognize the change until you reboot. The Virtual Replicator
Online Volume Growth feature directs the operating system to update the size of a
physical or virtual disk without requiring a system restart.

There are two exercises in this section:
m  Exercise 1: Growing a Virtual Disk

m  Exercise 2: Adding Storage to the System, Expanding the Pool, and Growing
the Virtual Disk

Rev. 2.31
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Exercise 1: Growing a Virtual Disk

Rev. 2.31

To grow a virtual disk while the data remains online and accessible:

1.

8.

Return to the iISQLw.exe window. Select File - Open —
CreateOriginal VR.sql and accept the default login parameters. Run the
query (click the green arrow icon).

Move the iISQLw.exe window up to the left of the screen.

Using Windows Explorer (or My Computer), select Vdiskl. Right-click and
select Properties. Note the capacity of the Virtual Disk.

Open Snapshot Manager.

Expand the Snapshot Manager (Local) folder to display the pool and its
virtual disks and snapshots.

Right-click Vdiskl.
Select All Tasks — Grow Volume.

What other task options are available?

Welcome to the Grow Volume
Wizard

Thiz wizard will guide vou through the steps for increasing the
volume size of the selected wvirtual disk.

i Infarmation about the vittual dizk will be displayed and uzed by
the Grow Yolume YWizard to determing if volume gromth iz

[MPORTAMT: Before continuing with wvolume
growith, it iz recommended that you create a reliable
backup copy of any vital infarmation ik the event that
ah unexpected emor ooours,

To continue, click Mext.

< Back I Mt » I Cancel

The Online Volume Growth Wizard displays. Click Next.
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Grow Yolume Wizard o

Yirtual Dizk Information
Enzure that thiz iz the corect virtual disk that pou wish to grow.

Wirtual Disk Mame:  SOLServer_VirtualDizk1

Waolurne Information on virtual disk:

Froperty | walue || IFpou are certain that pou
Yalume Label SHLServer WitualDizk "“i!stﬁ grow this virtual disk,
Wolume Serial Mumber  4075-01ED tiok et
‘-J'_u:ulume Type WA Wirtual Disk Otherwize, click Cancel to
File Syztem MTFS terminate thiz operatior.
Current Size 1000 MB
Fool Free Space 42117 MB
Member of Pool application-pool

< Back I Mext » I Cancel |

9.  Current volume information about the virtual disk displays.

What is the current size of the virtual disk and the available free space in the
pool?

10. Click Next.
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Grow Yolume Wizard N x|

Set Hew Yolume Size
Increasze the mize of the wirtual dizk by entering the number of megabutes or
percentage of pool free space to grow the virtual dizk.

Virtual Digk Mame:  SOLServer_VitualDisk Serial Mumber:  4075-01ED
Yolume Label: SOLServer_Mirtuallisk

Current zize: 1000 MB
Megabutes available: 42117 MB

tegabytes to grow: - e

[Erowth Aok

Percentage to grow: = (M| (|30 e o o (kb e T T

Mew size [approximate]: 1001 ME | Minimum M awirmum

< Back I Mext » I Cancel

There are three methods for increasing the size of your virtual disk. You can
enter the percent of available free space to add, use the Growth Amount
slider, or enter the size in megabytes.

In the preceding graphics, to what amount can the virtual disk be expanded?

(Hint: The limit to which the virtual disk may be expanded is the free space
available in the pool.)

11. Increase the virtual disk by /000MB (1GB).
12. Click Next.
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Grow Yolume Wizard J

Confirm Selected Yolume
Do wou wizh to proceed with online growth on the selected volume?

Wirtual Digk M ame: |5|:!|-5 erver_YitualDlizk Current Size: 1000 kB

Senal Mumber: |4DT-"5-D'I ED Mew Size [actual): 2000 ME

Valume Label: SOLServer WirtualDizl
S —

& IMPORTAMT: Once these changes are applied, they are permanent and

imeversible. |t iz recommended that a reliable backup copy be available before
continuing this operation.

To perfarm the grow operation, click Mesxt

To make any changes before growing the volume, click Back.

Cancel |

13. Click Next to confirm that you want to grow the selected volume.

Grow Yolume Wizard . x|

Yolume Growth Progress
Fleasze wait while volume growlh s in progress.

< Back

. Growing selected volume..,

CEaek I [t I Carce

The growth progress displays.
What is the effect (if any) on the iISQLw.exe application?
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14.

15.
16.
17.
18.

19.

Grow Yolume Wizard ]

Completing the Grow Yolume
Wizard

The wirtual dizk size was succezsfully increaszed,

P @ The fallowing rew volume size is now in effect,
:

Current Yirtual Disk Size; 2203 MB

- % 1o cloze this wizard, click Finish

< Back I Finizh I Cancel

Click Finish.
Was the volume growth successful?

Right-click Snap! and select Delete — OK.

Repeat steps 6 through 14.

Using Windows Explorer (or My Computer), select Vdiskl.
Right-click and select Properties.

What is the new size of Vdisk1?

Close the iSQLw.exe application. Select No to commit.
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Exercise 2: Adding Storage to the System, Expanding the Pool, and
Growing the Virtual Disk

This exercise shows how new storage is introduced to the system, added to the
storage pool, and used to facilitate additional growth of a virtual disk.

L1- 30

1.

Using Windows Explorer (or My Computer), copy test.bat from C:\Sample
Data to Vdiskl.

If test.bat is not available, you can recreate it using notepad to enter the
following commands:

@echo off

:infinite

xcopy "c:\program files" \ /E /Y

goto infinite

end
Save the file as test.bat on your Vdiskl1 drive.
Double-click test.bat to begin running the batch file.

test.bat provides continuous activity to Vdiskl to simulate a running
application.

Arrange the cmd.exe window so that it occupies the upper right corner of the
screen. Leave it running.

Open Snapshot Manager.

Expand the Snapshot Manager (Local) folder to display the pool and its
virtual disks and snapshots.

Right-click Pooll and select Properties. Click the Storage Units tab, the click
Add.

What is the result?

Introduce an additional disk drive (provided) into an empty bay in your
storage system.

Note

Use the appropriate management utility (ACU or CLI) to create a LUN to
present to the host.

Allow the new device to spin up.
Right-click My Computer and select Manage.
Right-click Disk Management and select Rescan Disks.
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10. If the new unit displays as a dynamic disk, right-click the new unit and select
Revert to Basic Disk.

11. Close the Computer Management window.
12.  Open Snapshot Manager.

13. Right-click Pooll and select Properties.
14. Click the Storage Units tab.

15. Click Add.

Note
You can also right-click Pooll and select All Tasks — Add Unit.

msnanshnmamw - [snapshat Manager (Local)\application-poaf] =10l x|
| acton vow || &= | D@ X FEOB 2|00 | 8B = i
Tru| [ Mame | Type | Capacky | Delspace [ Created | Famiy |
l@’immhu,_mmw,:ma} [Jootser.. wituslosk 1000ME  OMB 11zfz00.. O

= {2 applcation-podd

e storage uots TP

Select 1he urils hat yau wanl bo add ba the posl.

Urit | Capacity | Type
D Dek S 17352 MB Loeal

16. Click Add to add the new storage device to the pool.
What is the effect (if any) on the copy operation?

17. Click OK.
18. Right-click Vdiskl. Select All Tasks — Grow Volume.
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19.
20.

21.

22.
23.

Grow Yolume Wizard J

Welcome to the Grow Volume
Wizard

R e Thiz wizard will guide you through the steps for increazing
PR == wolume size of the selected virtual disk.

|nfarmation abaut the wirkual digk will be dizplaved and uge
the Grow Wolume Wizard to determing if volume growth iz

& IMPORTAMT: Before continuing with valume

growth, it iz recommended that you create a reliab
ah unespected emor ocours,

To continue, click Mesxt,

the

d by

e

backup copy of any vital information in the event that

< Back I Mext » I Cancel

The Online Volume Growth Wizard displays. Click Next.
Information about the Virtual Disk displays.

What is the current size of the Virtual Disk and the available free space in the

pool?
Click Next.

The limit to which the Virtual Disk may be expanded is the free space
available in the pool.

Increase the virtual disk by 2000MB (2GB).
Click Next.
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Grow Yolume Wizard

Confirm Selected Yolume
Do wou wizh to proceed with online growth on the selected volume?

Wirtual Digk M ame: |5':!|-5 erver_Wirtualllizk Current Size:

Senal Mumber: |4DT-"5-D'I ED Mew Size [actual):

Valume Label: SOLServer WirtualDizl
S —

1000 MEB

2000 MB

imeversible. |t iz recommended that a reliable backup copy be available before

& IMPORTAMT: Once these changes are applied, they are permanent and

continuing this operation.

To perfarm the grow operation, click Mesxt

To make any changes before growing the volume, click Back.

< Back

Cancel |

24. Click Next to confirm that you want to grow the selected volume.

Grow Yolume Wizard

Yolume Growth Progress
Fleasze wait while volume growlh s in progress.

|

. Growing selected volume..,

CEaek [t

Carce

The growth progress displays.
What is the effect (if any) on the copy operation?
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25.
26.

27.

Grow Yolume Wizard N x|

Completing the Grow Yolume
Wizard

The wirtual dizk size was succezsfully increaszed,

P @ The fallowing rew volume size is now in effect,

Current Yirtual Disk Size; 2203 MB

< Back I Finizh I Cancel

Click Finish.

Using Windows Explorer (or My Computer), select Vdiskl. Right-click and
select Properties.

What is the new capacity of the virtual disk?

Stop the test.bat batch file.
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Section 4 — Deleting Virtual Disks, Snapshots, and Pools
Overview

In a normal business environment, a pool would not be deleted. The deletion of all
snapshots, virtual disks, and the pool are included here to give you experience in
the procedure.

There is one exercise in this section.

Exercise 1: Deleting Virtual Disks, Snapshots, and Pools

To maintain optimum system performance, avoid keeping snapshots for long
periods of time if the data changes frequently.

When data on a parent disk changes, segments are copied-out to each snapshot of
the parent disk. Virtual Replicator keeps track of copy-outs by associating an
address with each segment of data. During startup, Virtual Replicator pools
“rebind” by re-establishing these address connections. The rebinding process is
usually quick, but can take much longer if you have a lot of snapshots containing
large amounts of changed data (copy-outs).

Note

Virtual Replicator provides a utility, called SmartSnap, that can automate the
number of snapshots maintained for a virtual disk. SmartSnap can be invoked
from the command line.

Virtual Replicator should not be considered your only means of backup. It is
recommended that you use Virtual Replicator in conjunction with a standard
backup tool.

To delete a pool and its contents.

1. Open Snapshot Manager.

2. Right-click Pooll.

3. Select Delete.
Were you able to delete the pool? .......cccvveeiiiieiiieeee e
What message displays?

4. Right-click Vdiskl.
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10.
11.

Select Delete.
Were you able to delete the virtual disk?
What message displays?

Right-click Vdiskl.

Select Delete.

Were you able to delete the virtual disk?
Right-click Pooll.

Select Delete.

Were you able to delete the pool? ..........

What message displays?

Close Snapshot Manager.

Uninstall Virtual Replicator from the host.
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lab 2

Objectives

Rev. 2.31

Your customer, Widget Inc., was impressed by the added functionality HP
OpenView Storage Virtual Replicator provided for their backup needs, but was
interested in an Enterprise solution for their data storage, rather than a host-based
software product. They were also concerned about the failure of the pool when
they had a disk failure.

Widget would like to create clones of their data. They would also like the ability to
mount the clone to their application server for quick restores. They would like you
to demonstrate the abilities of the HP StorageWorks Enterprise Volume Manager
(EVM) using a sample database.

After completing this lab, you should be able to:

m  Create a job that performs a snapshot operation and automatically mount the
snapshot on a host.

m  Recover a lost or damaged file from the snapshot

m  Create a job that performs a clone operation, splits the clone from the
original, and mounts the clone on a host.

m  Recover lost or damaged data from a disk failure.
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Prerequisites
m  Microsoft Windows 2000 Server installed on one computer which will serve
as the host.

Service Pack 2 installed.
MSIE 5.50 or greater installed.
EVM host agent installed.

s EVM 2.0 D server installed on the OpenView SAN Management Appliance.
= RA8000/MA8000 storage configured as follows:

-

L2-2

A LUN assigned to D1. D1 consists of two mirrored drives.

D1 is identified by the Windows 2000 host, formatted as NTFS, and
assigned drive letter Z.

One drive recognized by the controller and not yet assigned to any
LUN.

The script directory c:\scripts is on local drive C of the EVM host and is
to be used in application simulation.

In Settings — Control Panel — System, click the Advanced tab, click
Environment Variables, double-click the path variable and add
;c:\scripts to the end of the string.

Important

Versions prior to EVM 2.0 D and Secure Path 4.0 do not support Windows
2000 Dynamic Disks. BCVs can be created from source units configured as
Dynamic disks, but attempting to mount these BCV's will result in a job
failure.

If the EVM host agent software is installed on a computer containing dynamic
disks, the EVM Resources page for that computer displays two icons for each
dynamic disk. One icon shows the drive letter of the device with no physical
device information. The second icon shows an unmounted physical device
with no drive letter.
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Exercise 1 — Snapshot

In a typical business environment, an EVM job would create a snapshot after
quiescing any running applications, restart the application, mount the snapshot on
the backup server, and then initiate the backup. In the interest of time, this exercise

performs the quiesce, snapshot, restart, and mount procedures, but does not initiate
a backup.

Rev. 2.31

1.

2.
3.

Browse to the Management Appliance using http://appliancename:2301.

T Win Férmena IO 201 cnakege b adwecil e A pen SAMM snagn i adeec 0 ussy St - Micsorol Intsmet [aplorer grevided by

I e L | |

s - 3 - s
L A e i s L e e B e
e To_bamh Ve Sewh Gt Wi P t4 " Gieus S
| | g [l 1ot e NN 220 g e et i Dot M &l ecieoth o v =] | (U™
=
Campaq Web-Based Management
F ) I‘IJI:}HWH‘
1741 A,
Login Account, anonymous D621 L0000 1266 0
Yo w laing prornplud |3 proweds loge sccount nlkeTmianon (o SYWMASIK0OT
e Pmm'“m Flaase provede the mitsmation requesied sod prees The OK Bulton bo complebs the lgm proans
e A waccemsfl| login wall being up the origensd sy stem mansggesnt infremation equested (Open SANManaged) o
o] g Incerract, ry again.. the Devles Hams Pags # Bl epn el fussally indatsd
Thieb Pagdwted 0 & logn Bt sl diiy S Langid & &4 hind by wh Ascound Adimed i
oot 8 15031 Y Doty Comnpn e L sl i Sagids. B wadd
— e s —— —— =l
&

T Felecevawm
Log in with the password and user ID administrator/administrator.

Click OK.
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L2-4

1 AT B LT Crmrrpeg WS Dewice Horrss - Sl frnbormsod Esglnger

P [ Vs Favabl Tsck g
| sammh = - G E] | ek et (o | B O
__l-mjﬂml.m:m:—mnml

€9  cmmquebaseavamgenent |

Halrech dhoibzor Dosces Logaw Tkered oy, Falaan
Device Homa Paops

by Cyma e o borg e mow prewere ] et re preedie p wil e oy ar L papy e vl deerad i Do A H s itmeige

G Blar prowel A gpesthe Do Serairs goirade devion milormalen Py dl marnped suvisstems Aberts arr germisbed Sy EHE

ooy g B Inlsmet
Lt g Tl i) Oy Dbedi e S R BRI
] I
E] | = A {Emu:nlmlu-r_"__i'mm | e e 1 - s o |

Click on the hp OpenView Storage Management Appliance button and when
the below dialogue box appears login with the User Name of administrator
and the password of admin XXXXXX (where XXXXXX is the last six digits of
the Storage Management Appliance’s serial number reversed—CASE
SENSITVE---Letters will always be in UPPER case).

Enter Network Password i b

? Please type your user name and password,
G smad] 45fk3Tk019

ser Mame |administlat0r

L prmm
Pazswiord | 1

Diomain |

™ Save this password in your password list

ok | Cancel
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i R vew Fens Tk
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5.  Click on the Tools button.
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6.  Click on the Enterprise Volume Manager button.
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Wi < o 3] Y] ek ibewm ede 3| L5e dfe ) ez
:

Carmprony Sbbdrar b

Enterprise Volume Manager | |

Pesaurces  Job Status (UNew Job | Logs | Optiors |

EVM Resources

-

Important

If your storage system is grayed out, launch HSG Element Manager and verify
that the storage system is enabled. If it is disabled:

1. Select the Enable radio button.

2. Click Submit.

3. Close the browser and re-launch HSG Element Manager to ensure that the
controllers are now visible.

4. Launch Appliance Manager.
5. Click Services.
6. Restart the Enterprise Volume Manager service.

7. Click a storage subsystem (lower pane) to display the units and hosts
associated with that storage unit.

8. Click a host (upper pane) to display the drives in use on that host.

Note

Right-click the icon for your storage unit and verify that an ACS firmware
version is displayed. If there is no firmware version, the storage, switch, and
appliance might not have been brought up in the correct sequence. Close the
Enterprise Volume Manager window. Restart the Enterprise Volume Manager
service using the steps 4 through 6 in the “Important” statement after step 7.
If you are still unable to see the firmware version, restart the Appliance and
launch Enterprise Volume Manager again.

9. Select the Job Status tab.
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10.
11.
12.
13.

14.

e
Compay SAMwarin Hunining Jobs
Enterprise Yolume Manager

T

BEsOUICES lulr S=tus NEW 00T CLDGE. Cpuians

EVM Job Status

[T JohMane | JobOwner | JobSkius | JokVaidy  Lasl Uipdale
W Sairpe o EvMUser Compiek a G1F7203 01 16:54

Right-click sample job and select View job details.
Click Exit to return to the Job Status window.
Right-click sample job and select Execute.

Select the Logs tab. Double-click the text file associated with the sample job
(job_sample job 1.txt) and view the list of steps from the sample job.

Close the text view window.
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Compog N Applance
Enterprise voiurme Manages EWAADANDO T

107 168 170105

Resoorces | Job Statiss | miew Joo [REGEES Cptions

EVM Job Add

|1

e Ml 5 gt S

ElEE

[ICTE
Sl A Ml | e

15.

16.
17.
18.
19.
20.
21.
22.

L2-8

Select the New Job tab.

Note

At this time, you have the option to choose a job template or select commands.
For these exercises you will select each command individually. You can add

[T}

comments using the ““;” command.

Double-click LAUNCH twice so that two batches will be launched.
Double-click SUSPEND to suspend SQL Server.

Double-click SNAP to create the snapshot.

Double-click RESUME to restart SQL Server.

Double-click MOUNT to mount to the host.

Double-click LAUNCH to launch a pseudo backup application.

Enter SnapshotXX as the Job Name (where XX is your class station number).
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23.
24.

25.
26.

27.

28.

29.

| T
VWAIT or NOWAIT : [waIT u NOWAIT
Host Name : |{h|:|5‘t_name}| |J Java Applet YWind
Launch Command : "c./scripts/CreateDB] lab-application
fhost_name}

0K Cancel Help Java Applet Window

Java Applet Window

Double-click the first occurrence of the LAUNCH entry under Step/Sequence.

Click the ellipsis (...) beside Host Name to display the available hosts, then
select the host on which the batch will be run.

In the Launch Command field, enter “c./scripts/CreateDB_EVM.bat”.

Double-click the second occurrence of the LAUNCH entry under
Step/Sequence.

Click the ellipsis (...) beside WAIT or NOWAIT to display the available
options. Select NOWAIT.

Click the ellipsis (...) beside Host Name to display the available hosts, then
select the host on which the batch will be run.

In the Launch Command field, enter
“c:/scripts/InsertOriginal EVM.bat”.

L2-9



Disaster Tolerance and Data Availability

L2-10

susPEnD x|

YWAIT or NOYWAIT : |WAIT | J
Host Mame : [{host_narme} |J
Suspend Command : |"c:IscriptsIsuspend

0K

Cancel

Help

Java Applet Window

30. Double-click the SUSPEND entry under Step/Sequence.
31. Click the ellipsis (...) beside WAIT or NOWAIT to display the available

options. Select NOWAIT.

32. Click the ellipsis (...) beside Host Name to display the available host, then
select the host on which SQL Server is running.

33. Enter “c./scripts/suspend.bat” in the Suspend Command field.
34. Double-click the SNAP entry under Step/Sequence.

snap
[ Molume | Unit |

Subsystem Name : |ZGDS1 035863_ZG03200610

Unit Mame : [{unit}

BCY Name : |{$EICV_\rariabIe_nr_unit}

| OK || Cancel || Help |

35. Select the Unit tab.

i  ZG91606255_7G91713521
: {subsystem}
i Java spplet \Window
$BCV D1
$BCV2 D2
$BCV3 {unit}
Java Applet w

36. Click the ellipsis (...) beside Subsystem Name to display the available
subsystems and select an available subsystem.

37. Click the ellipsis (...) beside Unit Name to display the units available on that
subsystem and select an available unit.

38. Click the ellipsis (...) beside BCV Name. Select $BCV 1.

39. Click OK.
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40.
41.

42.

43.

Resove x|
N

WAIT or NOWWAIT : |WAIT

Host Name : [{host_name)]

|
|
Resume Command : |"|::I5|:riptsiresume.d

| OK || Cancel || Help |

Java Applet wWindow
Double-click the RESUME entry under Step/Sequence.

Click the ellipsis (...) beside WAIT or NOWAIT to display the available
options. Select NOWAIT.

Click the ellipsis (...) beside Host Name to display the available host, select
the host on which SQL Server is running.

Enter “c./scripts/resume.bat” in the Resume Command field.

x| [ zcote06255_z6o1713621

Drive Letter or Mount Point : |[drive_letter_nr_mnunt_pnint}

{subsystem}

ume | Unit |
Suhsystem Mame : | subsystern} |
BCY Name : |{$Elcv_var|able_nr_unit} |
Host Name : [host_narme) |
|
-]

Java applet \Window

lab-application
{host_name}
Java Applet \Window

Partition or slice : |{par1itinn}

1
| ok || cancel || Hew | {partition}

Java Applet Window Java Applet \Window

44. Double-click the MOUNT entry under Step/Sequence.

45. Select the Unit tab.

46. Click the ellipsis (...) beside Subsystem Name to display the available
subsystems and select the same subsystem as you selected in the SNAP
parameters.

47. Click the ellipsis (...) beside BCV Name and select the same variable name
you entered for the SNAP command.

48. Click the ellipsis (...) beside Host Name to display the available hosts and
select the one that is designated as your backup server.

49. Click the ellipsis (...) beside Partition or slice to display the options available
and select an available partition. Enter /.

50. Enter X: as the Drive Letter or Mount Point.

51. Click OK.

Rev. 2.31
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X war
VWAIT or NOWAIT : \WAIT [ NOWAIT
Host Name : [{host_narme} -] Java Applet Wind
Launch Command : |"|::I5|:riptsI8hnWD atd
lab-application
| ok | ‘ Cancel | | Help ‘ fhost_name}
Java Applet Window Java dpplet ‘Window

52. Double-click last occurrence of the LAUNCH entry under Step/Sequence.

53. Click the ellipsis (...) beside WAIT or NOWAIT to display the available
options. Select NOWAIT.

54. Click the ellipsis (...) beside Host Name to display the available hosts, then
select the host on which the batch will be run.

55. Inthe Launch Command field, enter “c:/scripts/ShowData.bat”.

56. Click Save — Exit at the bottom of the New Job page.

57. Select the Job Status tab.

Compaq SANworks Running Jobs ) Appliance:

Enterprise Volume Manager SWMA31KD45
e y 16.104.74.12

Resources | Job Status | Mew Job | Logs | Options |

EVM Job Status

=

| JobMame | JobOwner [ JobStatus [ Jobalidity [ LastUpdate

W |EVIM_LAB [INSTRULIOR, fondocomplete: 10k TG 152054
W svmtest | [Undo complete  [OK [Tt 301 il
W Inormevm me _[Complete oK [11/13/01 10:16:40
W samplei=t Sadt)sar Idlle oK 21-Sep-01 09:24:00
L S L el ERRUE T

View job details

Edit

Validate

Delete

58.

What is the Job Validity status of SnapshotXX (Where XX is your class
station number)?

Right-click on SnapshotXX (where XX is your class station number) and
select Validate.

What is the Job Validity status of SnapshotXX (Where XX is your class
station number)?
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59. Right-click SnapshotXX (where XX is your class station number) and select
Execute.

Note

Although an EVM job does not have to be executed from the EVM host, for
the purposes of this lab assume that the browser access to the Management
Appliance and the EVM host is on the same server.

60. Right-click SnapshotXX (where XX is your class station number) and select
Monitor to view the job in progress.

[1]

Jod Hama Shatus
fales daily _backig Rumning
Propess

Jak

Sl
. o

Current Stoep List

B ; Backup of Sakes database

B¢ CLOHE UHIT SUBSYS0Z D2 3

o HORMALRE UHIT SUBSYSD2 D2
SIFSPEND WAIT colorads “suspend_salesbha™
SPLIT UHIT SUBSYS02 D2 $sales_ternp
RESUME WAIT colorado *resiame sakeshat"
MGUNT UHIT SO0SYS0E Ssakes_temp delowae 1 5
LAUHCH WAIT deloware “hedup_sales hat™

61. Double-click the SQL Server icon in your system tray to view status as the
EVM job executes.

Note what you observe at each of the job steps.

SECONA LAUNCR: .. e e e e e e e e e aaeeeas

SUSPENA: ..ottt et e st e st e e e e e enbaeees

Y (01013 LT PPRTRRUPN
) IF2 TS A - 1010 ) s S

62. When the job is complete, click the Job Status tab to return to the list of
available jobs.
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63.

64.
65.
66.

7]

Logs

iot_zales_dai
jioi_s=ales_dai
jik_sales_dal
ok _gales_da
joi_sales_da
o _gales_da
joi_sales_da

y_bhackup_itd
¥ backup_2tt
v _backup_3txt

VEREOER, 2000 00 28 36, Jd 20 o 00000 0_acac RO B0 0 | S THIS ﬂ

200 |oec 010 000 o010 00 0 | s1ees oTIEE.

00 |00 0000 S@010 000 0 | S DeEy FuLL. B

200 |oa2l 10 600 0 o2 10600 0 | s THITE FILL

200 o010 0000 e 3100000 | e 2

VvEREGES: Z00LS 0% 15 16: 0% 51 | supmrsmiz | o THES

200 [SuReeanz | st oTHER

200 |sumevEid | SHos? oEV FULL

200 |smsesi: | [ wwITs TVLL

VERRGES: J00L 0% 1S 16: 07:0%: | fuesrsll | s THES

100 |FUREEL | FHN OTHER

200 |Suesesll | S DE Pl

200 |=uEmy=ll | =ee UNTTS TULL

VERESEE: 00 0% 1S 16 0741 |SHZ 00000 0_£HZ0 L0 0000 | Sl THIS

200 |oac0 20 000 0 _cac O 10 600 0 | S STRER

200 [ooc2 01000 g oo 10Dl | e Do UL

00 | 020 000 0 om0 L0 000 0 | s ymIr s L

200 |e3 0200000 _£320200000 | A B3

VEREOER: 2000 08 15 14, 2510, | sumeesll | S THTE -
_'IJ

200 | = menn? | e cmorn

i
/] Do [ = Localimtanat Vi

| Showe | | Exit

Select the Logs tab, then double-click the first text file for your job (for
example, job_SnapshotXX 1.txt) and view the list of commands that were
executed when the job was run.

On your backup server, right-click My Computer and select Manage.

Right-click Storage — Disk Management and select Rescan.

Verify that disk X: is mounted on that server.
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Exercise 2 — Managing a Clone

Rev. 2.31

In a typical business environment, an EVM job would create a clone after
quiescing any running applications, restart the application, split the clone off from
the original mirrorset, then mount clone on the data-mining application or backup
server.

Corpag Wi Rusnimp Jodn Applunce
Enterprise voiurme Manages B ANDO
|E | 192, 168 1201565
Resporces | Job Statas | Fiow oo BEGEES Tptions
EVM Job Add 4l
E]|
Mk ~
LD
HIAMALLE
S IPT Hil
AR
PLIT i
PN | —
MOLUNT ﬁ
AL H
o
— W
L
AL TLINTIL
[LIETE S
Sl A Ml | i gl

67. Select the New Job tab.

68. Double-click LAUNCH twice so that two processes will be launched.
69. Double-click SUSPEND to suspend SQL Server.

70. Double-click CLONE to create a clone.

71. Double-click NORMALIZE to allow the clone to normalize.

72. Double-click SPLIT to split off clone.

73. Double-click RESUME to restart SQL Server.

74. Double-click MOUNT to mount to the host.

75. Double-click LAUNCH to launch a pseudo data mining application.

! Important

The CLONE command with less than a three-member mirrorset requires the
NORMALIZE command to be included before the SPLIT command to allow
the clone to normalize.
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76. Enter CloneXX as the Job Name (where XX is your class station number).

<

WAIT or NOVWAIT : [WialT | J NOWAIT
Host Name : [{host_name)] |J Java Applet Wind
Launch Cummand:|"|::IscriptsICreateDEI] lab-application
| ok || cancel || Hep | {host_name}

Java dpplet Window

Java Applet Window

77. Double-click the first occurrence of the LAUNCH entry under Step/Sequence.

78. Click the ellipsis (...) beside WAIT or NOWAIT to display the available
options. Select NOWAIT.

79. Click the ellipsis (...) beside Host Name to display the available hosts, then
select the host on which the batch will be run.

80. In the Launch Command field, enter “c:/scripts/CreateDB_EVM.bat”.

81. Double-click the second occurrence of the LAUNCH entry under
Step/Sequence.

82. Click the ellipsis (...) beside WAIT or NOWAIT to display the available
options. Select NOWAIT.

83. Click the ellipsis (...) beside Host Name to display the available hosts, then
select the host on which the batch will be run.

84. In the Launch Command field, enter “c:/scripts/InsertOriginal EVM.bat”.
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85.
86.

87.

88.
&9.

X 7691606255_7691713521
‘Wolume | Unit | {subsystem}
Subsystem Name ; |{Subsystem} ||J

suspEND x|
VWAIT or NOWAIT : [VWAIT [

Host Mame : [{host_narme} |J
Suspend Command : | crscriptsisusp end

Ok Cancel Help

Java Spplet Window

Double-click the SUSPEND entry under Step/Sequence

Click the ellipsis (...) beside WAIT or NOWAIT to display the available
options. Select NOWAIT.

Click the ellipsis (...) beside Host Name to display the available host, then
select the host on which SQL Server is running.

Enter “c:/scripts/suspend.bat” in the Suspend Command field.
Double-click the CLONE entry under Step/Sequence.

Unit Name : [{unit} Java Applet Window

Minimum Membership : |2 :U il
[ ok || cancel || Hew | {unit}
R Java Applet W
90. Select the Unit tab.
91. Click the ellipsis (...) beside Subsystem Name to display the available

92.

93.

94.

Rev. 2.31

subsystems, then select an available subsystem.

Click the ellipsis (...) beside Unit Name to display the units available on that
subsystem, then select an available unit.

Click the ellipsis (...) beside Minimum Membership, then select the
minimum redundancy required.

Click OK.
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95.

Double-click the NORMALIZE entry under Step/Sequence.

_ZGQ_1_I3I]&_355_ jGQ_‘IT_:"Iﬂﬁ_Ed
[ Wolume | Unit | fsubsystem}
Subsystem Name : |{5ubsvstem} |U PR
Unit Name : |{unit} | PR
— I
| 0K H Cancel H Help | {unit}
Java Applet Window Java Applet W

96.
97.

98.

Select the Unit tab.

Click the ellipsis (...) beside Subsystem Name to display the available
subsystems, then select an available subsystem.

Click the ellipsis (...) beside Unit Name to display the units available on that
subsystem, then select an available unit.

99. Click OK.
100. Double-click the SPLIT entry under Step/Sequence.
X
ZGO1606255_7G91713521
SENNENIRR Uit | {subsystem} -

Su_hsystem Hame : [{subsystern} o]

Unit Name : [{unit} Java Applet Window

BCY Hame : |{$BCV_\fariabIe_nr_unit} ||J o [:'1 |
| OK || Cancel || Help | funit}
Java Applet W

Java Applet Window

101.
102.

103.

104.
105.

Select the Unit tab.

Click the ellipsis (...) beside Subsystem Name to display the available
subsystems and select an available subsystem.

Click the ellipsis (...) beside Unit Name to display the units available on that
subsystem and select an available unit.

Click the ellipsis (...) beside BCV Name, and select $BCV2.
Click OK.
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106.
107.

108.

109.
x

Resove x|
N

WAIT or NOWWAIT : |WAIT

Host Name : [{host_name)]

|
|
Resume Command : |"|::I5|:riptsiresume.d

| OK || Cancel || Help |

Java Applet wWindow
Double-click the RESUME entry under Step/Sequence.

Click the ellipsis (...) beside WAIT or NOWAIT to display the available
options. Select NOWAIT.

Click the ellipsis (...) beside Host Name to display the available host, then
select the host on which SQL Server is running.

Enter “c./scripts/resume.bat” in the Resume Command field.

me | Unit |
Subsystem Name : |{5ubs~;stem}
BCY Name : |{$Elcv_var|able_nr_unit}

2G91606255_7G91713521

|
|
Host Name : [host_narme) |
|
]

Partition or slice : |{par1itinn} 1
Drive Letter or Mount Paint : |[drive_letter_nr_mnunt_pnint} fpartition}
Java Applet \Window

Java Applet Windaw

| OK || Cancel H Help |

110.
I11.
112.

113.

114.

115.

116.
117.

Double-click the MOUNT entry under Step/Sequence.
Select the Unit tab.

Click the ellipsis (...) beside Subsystem Name to display the available
subsystems, then select the same subsystem as you selected in the SNAP
parameters.

Enter SBCV2 as the BCV Name.

Click the ellipsis (...) beside Host Name to display the available hosts, then
select your data-mining application server.

Click the ellipsis (...) beside Partition or slice to display the options
available, then select partition /.

Enter Y: as the Drive Letter or Mount Point.
Click OK.
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x
WAIT or NOWAIT : AT | J
Host Name : [{host_narme} -]
Launch Command : |"c:IscriptsIShnwD atd
[ ok || cancel || Hep |
Java Applet Window

118. Double-click last occurrence of the LAUNCH entry under Step/Sequence.

119. Click the ellipsis (...) beside Host Name to display the available hosts, then
select the host on which the batch will be run.

120. In the Launch Command field, enter “c:/scripts/ShowData.bat”.
121. Click Save — Exit at the bottom of the New Job page.

Compag SANworks
Enterprise Volume Manager

Running Jobs sppliance:
SWMAI1KOD45

16.104.74.12

Resources | Job Status | Mew Job | Logs | Options |

EVM Job Status

Joh Marme | Joh Qwner | Joh Status | Joh validity | LastUpdate | |
W Clonex | ldle. e | Unknown |
| Execute INSTRUCTOR |Undo complete oK

"| view job details | |Unda complete
| Edit |me: .. |Complete LA SBT L T B e
| |EWM User |Complete |0k |03/0602 01:03:47
1 veaticiate |E | ] N L

Delete

122. Select the Job Status tab.

123. Right-click CloneXX (where XX is your class station number) and select
Validate.
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124. Right-click CloneXX (where XX is your class station number) and select

125.

126.

Execute.
[]
oy Hamae Status
gales daily backiun Running
Progress
ok
Slep
| B
Curremnt Stoep List
w3 Backup of Sakes datalass
B CLOHE UMIT SUBSYS02 D2 3
B HORMALFE UHIT SUBSYS02 D2
SWSPEND WAIT colorade “suspend_salesbal™
SPLIT UHIT SUBSYS02 D2 fsales_termp
RESUME WAIT cobirado ‘resame_sakeshal'"
MOUNT UHIT SUBSYS50? Ssales_femp delwwae 1 5
LAUHCH WAIT deloware “hadup_sales hat'”
..... mnl |E”
Right-click CloneXX (where XX is your class station number) and select

Monitor to view the job in progress.

Note what you observe at each of the job steps.

FIrst Taunch: ..o
Second JaUuNCh: ...oo.ooiiiiiii e
SUSPENA: et e e e et a e e raeenaaaeeans
(0] 10 s 1< TSRO UUU PR PPPRRPPPNE
NOTMAIZATION: ..ttt ettt sttt st
SPLIE: ettt

RESUIMIE: ..ottt e e et s e e tae s e e et s eeeaaesaees

Last JauNCh: ..oo.ooiiiiiiiicc s
When the job is complete, click the Job Status tab to return to the list of
available jobs.

What is the status of CloneXX?

What options are available when you right-click CloneXX (where XX is your
class station number)?
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LFer 200171328 19:58: 04 taki cund : johkiane cESnnpakabXis cunming

TG 2001712028 19:58: 04 Jab: jobErecTharead: dobilame cSeapahot ¥

WERBOSELZO0L/ 12/ 2E 192008 1Jobval sdated 1 jcoiasesTnapakoc D> atacuaCode<ils

TS 2001412420 19i50109iTobivaladated i JooliawesOnapsbocis oper 0 <ONAF IG3EGODGIS5_T0517131521 DI §095-
YERIDSE:2001/12/20 19:30: 08 Jobsval sdntel s jonlimmecinapakabXy> SHAF pbape<IGRLE0625% IGI1T11521> unik<hl> anapabie<ls
b th e 200112028 19:58: 04 Jabmal teated : jeaklanec2nasnabkab s avarusfadesin inral 1dSEepain

WERBOSE:I001 /12028 19291 04 Jabs job2eareep! jabbare<Snapahor iy

NERDOSEr200L1/12/28 121580049 1Jo0b1 JobScarcup joklars<Snapzhot > checking for multi-parcicion mounts

WERIOSE; 2001/ 12/20 19:50: 048 Tob: JonTSearcup; Jokilems<Snapehoc i checking for NSTIT ap=c=

VERHOSE:2001/12/28 19:%8: 04:Jobk: jehSknrkep: jakinme<Snmpahat i chocking for WG mauanta

WERBOSE:3I001/ 12028 19:58: 04 Job: jobZrarcup! Jakase<Snapahot i dercenicing BECYV names

WERBOSE:IO0O0L/ 12726 19159109 Job: JobScarcup! Jobiase<Inapahot ¥ oper ZHAP

WEFDOGETZOOLA 12420 191591 09iToki JobSvarcypi Jokilane<3napehotil> oot ®mOURTIng, OO0 WNLT numls

VERDDSE; 2001/ 12/30 19:50; 09 Jok; pecTreelnis : jJohliame<dnapshobEls scarsLimi<pe maxlH<350- cidzec<d> conms<is snap<ls
13T 200112028 19:58: 06 ;Jab: jehSknrkap: jakhnme<Snapahat s chosn bevHoalbinpe b

T 2001/ 12728 102253 04 dol: JobScarcup! Jabtame<Spapahat ¥y wev agee: SHAP 2001606255 FOO1T13EX1 D1 03
WERBOSEr2004/12/26 191581041 Jobrverkoselebitare) jobblasesSnapahotiI> srate<iob runnieg> acep<ls opeEScateds HOTSSTATEL:
YERDOSE; 2001712420 159:50;04; Jobiverbonsedohitase; jobllame<Snapehos il cucrent oper<THAF THF1G0G255_SF91T13500 0l 0 =
T 2001512028 1939008 ok commandb iapakoh i sbepd 13, Achlamecinapshob s soomanddldiR SEALGNEZEL TGREIVEINIL DL B3 =
WERBOSE:3001 /12028 19:58:35: Jab: Uiagateh: jakil i CLI: 2I'.'|I:I|EI}D:I.&EIMSSHEG'.'I:I"FL:IEQHBET b1 FREF = ehis

Righs—Det=

200) 200160 6EE5_EO01T13521 | INIT DISEZO0Z00

Right-Not:

200} 2002608225 TAG1T1FE2L | SEIV DISK20200

200 25316062 55_TG5171352L1 | ADD SMAF DF DISKzZOZ0D DL
RBight=HeLs

200 20316062 ES_IGS1713521 | 5EQW 13
1l |

127. Select the Logs tab, then double-click the first text file for your job (for
example, job_CloneXX 1.txt) and view the list of commands that were
executed when the job was run.

128. On your data-mining application server, right-click My Computer and select
Manage.

129. Right-click Storage — Disk Management and select Rescan.
130. Verify that disk Y: is mounted on that server.
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Exercise 3 — Snapshot Data Recovery

In this exercise, you will start a simulated application and corrupt (delete) the data.

Note

Your instructor will point you to the files necessary to start the application data
simulation.

1. Using Windows Explorer, find the executable c:\MSSQOL7\BINN\iSOLw.exe.
Double-click iSQLw.exe to execute the file.

] SQL Server Query Analyzer
Flle “Edlt ¥iew Query Window Help

Connect to SQL Server -

&) soLsever [locan o
I”" Start SQL Serve it stopped

 Connection Infarmation:

1 Use SOL Server authentication
Login Name:  [admin
Password ||

Ok | Cacsl | Heb

131. Log in admin with the admin user ID and no password. Use the defaults for
any other parameters.

132. Select File - Open — c:\scripts\ShowData.sql.

133. The SQL statement in this query displays the data created in the database
during the EVM jobs.

134. Click the green arrow (run) icon in the menu bar to execute the SQL script.
135. Verify that the Results tab shows data in the database.
136. Close iSQLw.exe.

137. Using Windows Explorer, find the file
z:\data\PseudoApplicationDB _data.mdyf.

What is the size of the data fI1E7 ...

138. Using Windows Explorer, find x:\data\PseudoApplicationDB _data.mdf on
your snapshot disk (X:).

139. What is the size of the data file?
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140. Using Windows Explorer, find y:\data\PseudoApplicationDB _data.mdf on

your clone disk (Y:).
What is the size of the data file? .............ooovvviiiiiiiiiii e

[ ] Stop

¥ Auto-start zervice when 05 starts

SLAB-APPLICATION - MSSOLServer - Running

. Open the SQL Server management window from the system tray and click

Stop.

. Using Windows Explorer, delete the database log file

z:\data\PseudoApplicationDB_data.mdf.

. Return to the SQL Server management window and click Start/Continue.

. Open iSQLw.exe again and rerun the query (steps 5 and 6).

What was the result?

. Return to the SQL Server management window and click Stop.

. Restore both database files from the snapshot drive (X: [copy and paste]).
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147. Return to the SQL Server management window and click Start/Continue.

148. Return to the WinSQL window. Select File - Open —
c:\scripts\ShowData.sql and accept the default login parameters. Run the
query (click green arrow icon).

What is the result?
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Exercise 4 — Managing Hardware Failure

L2 - 26

In this exercise, you will simulate hardware failure and data recovery.

1.  Determine which disks were used in the original logical drive (drive Z:) and
remove those disks from your subsystem.

149. Return to the iISQLw.exe window and rerun the query ShowData.sql.
150. What is the result?

151. Close iSQLw.exe.

152. Return to the SQL Server management window and click Stop.

153. Attempt to recover the PseudoApplicationDB_data.mdf file from the
snapshot drive (X:).

154. What is the result?

Change Drive Letter and Paths for DHCP_Se 7] x|

Allove accezs to this volume through the dive letter and paths listed below.

sod. | Edt. | Femove |

Add New Drive Letter or Path ed |

Add a news drive letter or dive path for DHCF_Server_RO_H [H:].

€ Azsign a dive [eter IH: "I

" b ount in thiz MTFS Falder:

Browsze. .. |
| k. I Cancel |

155. Select My Computer — Manage — Disk Management — Change Drive
Letter and Path, and change the drive letter to (Z:).
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156. Return to the SQL Server management window and click Start/Continue.

157. Return to the iISQLw.exe window. Select File — Open —
c:\scripts\ShowData.sql and accept the default login parameters. Run the
query (click the green arrow icon).

What is the result?
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Exercise 5 — Restoring the Settings
1.  Return the removed disks to the disk cabinet.
2. Return to the EVM Job Status page.

Right-click SnapshotXX (where XX is your class station number) and select
Undo to release the resources used in the snapshot.

4.  Right-click CloneXX (where XX is your class station number) and select
Undo to release the resources used in the clone.

When steps 2 and 3 are complete:

a.  Restart your computer.
This completes these exercises

Let your instructor know that you are finished
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hp StorageWorks secure path for DRM
Lab 3

Objectives
After completing this lab, you should be able to:

s Understand the installation and operation of Secure Path software.
Prerequisites

m | HSG80-based storage subsystem

m 2 HSGB8O0 controllers configured as follows:
¢  Dual redundancy (transparent failover mode)

m At least four disk drives installed in the drive cabinet

m  Atleast one LUN (D1) created beforehand.

m | host running Windows 2000 (SP2 or later) with two 64-bit 33MHz Fibre
Channel host bus adapters (HBAs)—1 HBA installed initially

m  One browser station running Windows 2000 with Internet Explorer 5.5 or
greater

m  One Management Appliance

m 6 fiber cables

m  Two Fibre Channel switches (8- or 16-port models)

m  Your instructor will provide you with the following:

Rev. 2.31

e  Location of Secure Path and Secure Path Manager software. Write this
location in the space provided below:

° Client and server can communicate via TCP/IP on the classroom LAN.
Record the IP addresses of your client and server in the space provided
below:
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Checklist

Upon completion of each lab exercise, have your instructor verify that you have
performed it successfully. Then check off the following list:

O

O

Able to successfully install Secure Path as demonstrated by the

successful failover of a degraded path.

Able to manage a Secure Path profile by installing Secure Path Manager
on the Management Appliance, configuring the client list and access

rights, and running the Secure Path Manager interface.

Hardware Configuration and Physical Connections

When the lab station installation is complete, your station and your partner station
should be configured as shown in the diagram below:

L3-2

INITIATOR SITE TARGET SITE
Initiator host Targat host
HEA . . F251 | HBA .. F21A HBA . . .COFD | HBA .. .COE1
[ |
BLILDMNGA BUILDNGE
Port 1 Paort 2 Port 1 Poir 2
Top controdler Top confroller  |— Top controller Top controller  |—
G003 -a004 -ODE] GDE4
Port 1 Port 2 Fort 1 Poit 2
—{ Bottern controller | Bottom controller — —{ Bottom controller |Bottom controller |—
=000 A0O02 LDE1 LGDEZ
Intersite Link i
LOFEECOOOO EIOMECOCOOO
Switch "SW13" Switch "SWw14"
OOE00000 LOE00000
[ |
LONEOOO0 @OO00006HM
Switch "SW12" Switch "SW11"
I i O R O IZIIZIIZIIZIDIZI@E_EI
|
Intersite Link i

Cabling Secure Path for DRM
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Verify the following:

Rev. 2.31

All fiber cables are properly seated.

The ACS version of the controller is appropriate for the topology you are
using. For example, if you are using ACS8.7P, you will not be able to
conduct this lab within an arbitrated loop topology.

Note
A This lab can be run in a FC-SW or FC-AL environment. However, this lab

assumes that you will be working with a FC-SW. If necessary, a hub can easily
be substituted for a switch. If you have any questions regarding the use of a
hub, please ask your instructor for assistance.

A maintenance (serial) cable connects your client station (or server) to the top
HSGB8O0 array controller. You can communicate to the subsystem using
command line interface (CLI) or StorageWorks Command Console (SWCC).

One HBA device and class drivers are loaded and they are functioning
properly.

On the server system, launch Event Viewer and ensure that hszdisk.sys has
been started successfully (you must have at least one LUN configured on

your controllers; additionally, that LUN must be formatted with an assigned
drive letter).

Note
A To match this lab exercise, make sure you have at least two LUNs configured

in your subsystem. This lab assumes one is labeled “Y” and the other “Z”.

In Event Viewer, make sure there are no errors related to your Emulex
adapter.

Ensure that:

e  Your controllers are in dual-redundant transparent failover mode and
working properly.

e  You do not have any partitioned LUNs created behind your controllers
(Secure Path v4.0 does not supported partitioning of LUNs).

e  None of your Windows 2000 volume sets use software RAID or
extended volumes (for instance, you cannot span more than one physical
disk).

e  The server has the TCP/IP protocol installed (the Secure Path manager
and agent communicate through sockets).
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Installing the Secure Path Driver

Secure Path for Windows 2000 consists of a kernel mode filter driver
(RaiDisk.sys) that is responsible for directing I/O to the desired path, and for
changing paths whenever the driver detects a failure in a redundant path.

1. Locate the Secure Path installation files as directed by your instructor.
Double-click automenu.exe.

SANworks™ by Compaq
Secure Path V4.0 for Windows

Install Secure Path

Installation Guide

Readme
Browse CD
comMpPAQL ;
Inspiration Tedhnology Exit
2. Select Install Secure Path.
SsAMNworks Secure Path Setup ]

Welcome to the InstallShield Wizard for
SAMworks Secure Path V4.0

The InstallShield® wizard will install SaMNworks Secure
Path 4.0 on your computer. Tao continue, click Mest.

< Bach | Mest » | Cancel

3. The Secure Path splash screen displays. Click Next.
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SANworks Secure Path Setup _ |

License Agreement

Flease read the following license agreement carefully.

Press the PAGE DOWM key to zee the rest of the agreement.

| -
LICENSE TERMS

1. GRANT

Jpon purchaze of a licenze for thig Software Program Yersion [the "'Software’"), Compag
Computer Corporation [MCOMPAGE"] grants you the right bo uze the Software on the

[Huantity of computers specified on your hard copy Licenze Agreement which zerves az

wour Proof of License.

"'ou may copy the Software into the local memory or storage device of the specified

Quantity of computers. vou may copy the Software onto 3 network server or secure LI

Do you accept all the terms of the preceding Licensze Agreement? |f you choose Mo, the
getup will cloze. Toinstall SAMworks Secure Path %4.0, vou must accept this agreement,

IstalSheld

< Back es Mo

4.  The next screen Secure Path license agreement displays. Click Yes to agree to
the terms and proceed with the installation.

SAMworks Secure Path Setup _

Information

Fleasze read the following text.

Text

SaMworks(r] by Compag i’
Secure Path V4.0 for Windows
Readme for Secure Path 4.0 [readme. bat]

[£] 2002 Compag Computer Corporation. All rights reserved,
July 10, 2002

Thiz file containg brief product information and installation instruction,

Flease refer to the installation Guide for more detailed installation instructions.

This inztallation kit includes only Secure Path components. & separate kit

icludes the browser-bazed Secure Path Manager, Secure Path Element Manager _|;|
»

4] |

|mstallShield

< Back I Mest I Cancel |

5. The next dialog box displays Secure Path release information. Scroll down
the list to examine this text. When you have finished, click Next.
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SAMworks Secure Path Setup E

Choose Destination Location

Select folder where Setup il install files.

Setup will install SANwarks Secure Path V4.0 i the fallowing Folder.

Toingtall ta this folder, chck Next. To install to a different folder, click Browse and select
anather falder.

C:\Pragram FilezACompaghSecurePath Browse. . |

|stallShield

" Desgtination Folder

< Back I Mest = I Cancel |

6.  The next screen prompts you for the Secure Path installation directory.
Accept the default and click Next.

Important

. Select No if prompted to overwrite your current HSZdisk or HBA drivers with
older versions.

question =

@ an existing client configuration file was found, Sekup can use the existing file or create a new one,

Do wou wank Sekup o use the existing client configuration file?

Yes Mo

7. If setup notifies you that you have an existing configuration file, click No to
the question of using the existing file.
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8.

Z'Secure Path Agent Configuration Utility 3 x|

: Set or change the Agent access
Pazsword password,

&dd or modify the list of authorized
clientz.

Cligntz

Done | Irifa |

The Secure Path Agent Configuration Utility selection displays.

a.

Click on the Password. Enter and confirm /2345 as your password. You
will be asked for this password when you create Secure Path Manager
profiles later in this lab.

Click Clients to configure the list of clients that will be able to manage
this instance of Secure Path.

The Clients dialog box displays:

Client Access Configuration e x|

Clients Selected Clisnt

|ab-application ||

Add Clignt

Delete Client

Cancel |

Enter your computer name as the client.
Click Add Client.

Click OK. You will return to the dialog box with the Password and
Clients buttons. Click Done to continue.
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SAMNworks Secure Path Setup I

Secure Path Setup

The first part of Secure Path zetup haz been completed
Secure Path Setup will restart the systemn in arder bo finizh the
inztallation,

The system MUST be rebooted.

Click Firush to restart the system

< Back I Finizh I Eanzel

9.  Click Finish to end the installation and allow the system to reboot.
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Installing Secure Path Manager

Secure Path is managed by a Secure Path Manager, which can be installed on a
management server or the Management Appliance. Secure Path Manager can be
installed on the same server as the Secure Path agent and can be run remotely
through a web browser. For this lab, we will install Secure Path Manager on the
same server as the Secure Path agent.

Rev. 2.31

A

Note

To install Secure Path on the Management Appliance, insert the Secure Path
CD into the CDROM of the Appliance. Use Open SAN Manager CD
installation to complete the install.

1. Locate the Secure Path installation files as directed by your instructor.
Double-click automenu.exe.

Secure Path Manager

comMmpPAn

SANworks™ by Compaq
Secure Path Manager
Version 4.0 Fiead SPH Intallon Notes |

@200 Compag Information Technalogies Grawp, LR Install Applications. I

| Chiart Tosls... |

Esit |

2. Select Install Applications.

Install Applications 3

Fead Felease Motes Addendum |

Inztall Secure Path Manager |

[Optional] [nstall Matification Lty |

| Exit |

Select Install Secure Path Manager.
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L3-10

4,

5.

Click Next.

Licenzc Agresmont
Plaate 1ead he following license agreameant canefulp

Press the PAGE DOWHN ke bo see the rest of the agreement.

1. GRAMNT

Upan puichase of a hcenae for thes Saolbears Program Yarsion (the “Software”). Compag
Computer Cosparatian ["COMPAL'") grants you the right o use the Soltware an the
Duankily of computers spacified on your haid copy Licants Agieement which serves az
woun Froof of Licensa.

o may copy the Sollveae mio the local memon o stosage device of the specified
Cuantly ol computers, vow may copy the Sollwate onto & network served of secure

Do yous accept al the tenms of the preceding License Agresmant? IF pou chooss No, Hhe
selup wil close. Toinstall Secure Path Manager. pou must accept this agreement

reetal B hrshd =

< Back F ez | Ho

LICEWSE TERMS :I

L]

: E|
Welcome Lo the InstallShield Wizard for Secue
Path Manager
Tha InstalShiskd® Wizard wil nstall Secure Fath Manager
an yaur compule:, Tocontirue, chick Mex
B Mt > Cancel I
Secure Path Manager Installation i x|

Click Yes at the license agreement.
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6.

7.

8.

Secure Path Manager Installation =

Choose Destimation Location
Select foldes whene Setup wil install fles.

Setup will install Secure Fath Manager in the foliowing foldes.

Toiristall bo this feldsr, ehed Magt Toinstal ba a difeent lelder, ehek Browes and select
another folder.

1~ Destination Folder
L4 ACompagiSAkwarks\Securs Falh Manager Browese,

restal B breid = -

<Back Mt > Cancel |

Accept the default installation destination, click Next.

Install Motification Ukility ] x|

@ Do you wank ko inskall the Motification Utilicy on this syskem?

fes o |

Click No to install the Notification Utility on this system.

Configure Notification E x|

@ Set Secure Path Manager's notification configuration now?

IF "Mo", use the SPM's Motification Settings Page ta
manually enable configuration after installation,

Click No to Configure Notification.
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Secure Path Manager Installation
Start Copying Files .
Aewiens selhings befoe capying e =

Setup has encuph information to start capsing the program hles. [f you veant to review o
change any sethngs, chek Back, If you are satished with the seltings, dick Nest to begin
copying fles.

Cuntenl Selbings:

SELECTION SUMMARY

=]
Inztallation Locatian:
- ChProgram Fles\Compag\SAMwarks\S ecuie Path Managst

O pearating Sysbem:
~Yfindows 2000 INTEL
Mode

Hohiicslion

- o

restal Blveid =

< Back Mt > Cancel |

x|

Secure Path Manager Installation

Review the setting and click Next to begin the installation.

InstallShield Wizard Complete

The IrstalShield wizaid has suceessiuly netdled Secwe Pah
Manager. Chck Firish to st the wizaid

Bacl Finich Cereell |

10. Click Finish to complete the installation of Secure Path Manager
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Setting Your HSG80-based Storage System to Multiple-Bus Failover

Mode

Important

° The controller is configured after installing Secure Path on the host. This is
the sequence that must be followed when installing Secure Path software.

Initiate a CLI session from your server system to your HSG80.

Enter:

SET NOFATLOVER

Take the controllers out of transparent failover mode. The other controller will
shut down. Restart it by depressing its OCP Reset button, and wait a couple
minutes for it to come back up

SET MULTIBUS COPY = THIS
Set the controllers in multiple-bus failover mode. Note that both controllers
will be restarted in the process

SHO THIS
Verify that this controller is in multiple-bus failover mode.

SHO OTHER
Verify that the other controller is in multiple-bus failover mode.

Preferring Units Between Your Controllers

Rev. 2.31

You should prefer (assign) storage units to one of the two controllers to specify
which controller will be used to access the unit during server boot. That is, you
determine which controller will be doing the work for which units. In effect, this
procedure specifies which path (controller, fabric, and HBA) the I/Os will travel.

You have the option of moving units around the two paths from within the Secure
Path Manager. For now, take the recommended action of splitting storage
containers evenly between the two paths.

Enter:
SHOW UNITS
SET D1 PREF = THIS
SET D4 PREF = OTHER

Note

A Notice that units are initially set to NO PREFERRED PATH. This lets the
operating system dictate which path to choose. In general, because
unpredictable load balancing would occur, you would never want to do this.
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Installing the Second HBA

1. Shut down your Windows server. Install another HBA and Fibre Channel
SAN Switch as the diagram below shows:

Note
A Use the ports and configuration as shown in the graphic on page 2 of this lab.

2.  Power on the server.

Important

. Remember to press F'10 and run the System Configuration utility so the new
HBA will function correctly.
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Verifying the Secure Path Hardware Configuration

Rev. 2.31

After the server restarts, verify that the Secure Path Agent and Secure Path
Element Manager have started (right-click My Computer — Manage — Services
and Applications — Services).

[Hiane [Dewpion o [smbpTes [ Logones
Bespved . Marked Aot Localiyem
< Sarled Adoreaks Lozaklsysten
Legeevans... Sarted  Aubonsta LocalSyaeat
¥Faz 58 Hs s . izl LSy sen
VPl Resgie i T Maresil LialSyitem
l&rli'l-xl:-'r.l-qux'rm- Proades P, Sraried Aafdvanaky Lealiyatem
%"'; Al Seveis Mo adin.. Darled Maraisl [
B Ineciesina] Senace UL 0. T LocaSysten
Uiy Ik e net Connection Sharng Feosides n.. Harnsal LocatSysien
PP e mn | e T
05 RV Pagwides Fiu ] Localiystem
BnRermote fooss e Corpechon Manager  Oretes o . W Lecatsystem
Hreratn fezeis Corfection Madaan Cresleta .. Roled Maraial Locativeton
I{hl’-:m.!m Predadpa Col (AR Pedmndrs Bl ,  SBavlad Al Lisd byt
%Rum{u FPredechan Cal (RPCh e alor Farugei .., gl LpcalSyem
l‘?‘,'l'}{"\-ﬁf Fagairy Serags Fhgwe e, Rarled Flnreats Locatiysiem
B Rermovable Rorage Forages .. Satad Fadborrate Localystem
) L z .. Clfors ok, Dizsbiod Lozalivstom
Ensliciol..., Sarled  Aulofeali Locelymm
ApgEcarion... Tarbed  Adenaty Lo syt

{C:)
2,76 =B NTFS
Haalthy (Svstem)

35 MB FAT
Healthy (E15A Confag

Healkhy (Page Fila)

“Ppisk 1 ‘. |
Basic HSG-D1-F (¥:)
16,54 GB L6.24 =8 NTFS
Hizalthy
rDisk 2 e
Basic HSGHN-D2-G {2:)
16.‘_:'!4- GE L6.94 B NTF3
Hizalthy
—CDRom 0
CORam (D)
Cinlne

Verify that each unit configured behind the controllers only has one disk number
listing under Disk Administrator. If the installation had gone awry, you would see
two instances of each unit shown above.
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The Secure Path Manager

Logging in to the Secure Path Manager

L3 -16

2.
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(e o TR | D seenh Girevocier e (3] B b B - |
dugihess [ ] Hitgs labrspplcacon:2o0L | =] s
Compaq Web-Based Management
: MR
Login Account: anonymous LABLAFPLICATION
121001

Hafrush Optians Devices

Command Scriplter

2

-!-'-H* _ | The Jerme Puth Element M anager commenicates with Secas Fath agenteto previds Srowser bagrd meadlic

Frday, Jely 25, X002 48413 AM
Device Home Page

BANwsrks Command Seripier Windew provades o Wb hased interface 1o confipas,
sonfnd and moaitor SHonageWerks syviems. Aleo provided is o L] Command Sorgt Edaon
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prneented by SHMF toaps

Company an the Interoet %
| | ;IJ
] Pt st 2301 gty i T B :

Open a browser window and browser to the localhost for the Secure Path
management station and log in.

Log in, select Options and ensure that local and anonymous access is

enabled.

— = — 2]
| @ Compagq Web-Based Management
- LR R G = SINEND
Login Accoundt: adiminizirator LABNMCE SEgLi
192,160,123
Helbresh Devics Mo Dawloes Cogon Frday, July 26, 20TF 128063 Pt
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F Anomymaus Access Bl Ssimysoes eners Soteis ed piges
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P am 88 lhe
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™ HTTH Auin Discovery s Hsablid, e WEEM HTTR see wil osdeasl HTTR aslo-disceesry
packale auery 1% menelEE)
pasepile m HTTR wis-deeoey o manigad
T HITH Ao Discovaery Masier & Ml e BRAMDY
Casigrt # 1F17.2000) Covoes O rpaier Dorsoraon. M1 FigrEr Parerses
=
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3.

4.

3.

Note
A If Java is not installed, you will be required to install it before continuing with

this step.

Select Secure Path Management.

B EAt Yew Fpoies Iods e

F seruwr Path Manager - Sernsolt ket nplerer provided by Compan Compuber Cinporation

[Frd - - DA A Dwch Garewees Fede (3 - b Bl -

00 x|

| Bidess | ﬂ itz inb-sophcston - 70| aponhuscpaescursgath sy o,

hervd

= ks

SANwovks™ by Compag
Secure Path Manager

Coememipication Status) [
Srarage Statust [

Sacuns Path Manager:
lab-apphieation: 2301

Jull 26, 2002 $:57:53

! et | B
Currant Frzhls: noea B
Use the Fde Open command ta opan & profile
Usa the Fide New command fo creats & naw profie
Foling Imeral [88 mmmﬁ
L a T T B et

Since this is the first time the Secure Path Manager is being run, you will

have to create a profile to use when accessing the Secure Path agent.

Select File — New Profile.

43 secure Path: New Profile

@ Erter new profile narme:
|5F'-Senrer->{><1

O

Cancel |

I.Java Applet Window

Enter the profile name as shown above substitute your station number for XX.

L3 -17



Disaster Tolerance and Data Availability

-} Secure Path: Change Passwol x|
@ Enter new password:
I*****
Ok

I..lava Applet Window

4.  Enter 12345 as the password (Note: This is the same password used earlier in
the installation).

) Secure Path: Add Host x|
Enter a hostname ot hosthame:cluster

Add Diane | Cancell

|Java Applet Window

5. Enter your Secure Path Management Server name for the host name.

6. Click Add — Done.

Mew Profile...

x

@ Save Password?

[ | Cancell

7. Click the disk icon (or File — Save Profile) — Yes to save the profile.

Important
° The password and client list for the Secure Path agent can be modified
by selecting Start — Programs — Secure Path — SecurePathCfg.
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- Secure Path: Open Profile X

Select a Profile to Open

2)

(8] 4

Cancel |

I.Java Applet Window

8. Click folder icon (or File — Open Profile) and open the profile you just

created.
SaANwarky™ by £ Siacure Falh Manages
E:;.lnr\c F:hmh'lﬁag:r Comsunication fatui- B - pleatione 401

ferage fatui- B el 28, 2002 1R0-10

Bawmilad Saern Vil ah-ap i ebanat

= i Srngs Spmewd (RIcT000 B 10S0SHCO)
Sl cantrlle {in fRasIRa)
0 visseappicatarion
=y Cantrliar fin SG9ETEESSTN

i TR
Wazrking Caroiler

Foting inesvar [0 Hetwosc acvey: [

| carvoter |scEl_|HEA |BTL| Wade | muw |
e LT TEEE) 4 1 1-0-2 ARariali Bualalia
Fer TO¥LTI1531 | 4 | % 102 Sratarmes Adtise

I

9.  Expand the storage system and controllers and view the associated path

information.

The Secure Path manager shows both paths to your storage subsystem. The
top path shows Controller A and the bottom path shows Controller B.

Information regarding each disk device is displayed in the right hand pane.
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10. Using your mouse, click-and-hold on disk Z and drag it to the other
controller.

Note

A Dragging disk devices between the two paths is the method used to load
balance each controller path. Remember to change the associated
PREFERRED PATH on the HSG80 controller when you do this (for instance,
SET D1 PREF = OTHER). Otherwise, the next time the Windows server is
restarted, the original PREFERRED PATH unit setting will take precedence
and place your disk back in its original path.
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Testing the Secure Path Software
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You will now test the functionality of the raidisk.sys filter driver.

1.

Note which controller is controlling Disk Z. This gives you the controller
serial number of the controller for Disk Z. Using your CLI interface,
determine which controller corresponds to that controller serial number. Note
which controller is being used as well as the switch (or hub) and HBA that

are used to access the subsystem.

Start a copy of your system drive (probably drive C:) to drive Z:. After the
copy begins, pull out the power plug going into the switch (or hub) used with

drive Z.
The following graphic show the result of the error that the Secure Path GUI
will display:

SANworke™ by Sompag Gamrg P18 Managas

Secure Path Manager

Comsunication Satui- B

Anrage Matui- B

lab-apphcatoncz 01
28, 2002 12:07-00

Bamilad Baern Vil ah-ap s pabanst,

[ED=2 0000 s RS OS0R00)
S Canriliyr flin BO4n 484158
0 wisseappicataion
=B Cantraliyr firm B9 Fadideh
I:E'.'h:- appbcatanidl

Fotng insowvat [0 Merwancncny: [T

| cormoter |scEl |HEA |BTL|  Wede | mmw |
Tanansiaa | 4 3 |ina a aaly

.
e

4 3 1:1:2 Sratarmes Fulad
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The following graphic shows the result of the path failover.

A

SaANwarke™ by Com, Sacune Fallh Manages
Secure F:h Mﬁag:r Comsunication Matus: B lab-apphcatenc2 a0l
\ g -y b E- ferage Matui- E hal 26, 2002 100740

i

Lab- age i ati

Caseenil Brodlas pp-parm-un Wit Evarvs Vil abea b, f

1 R Srange Symend (R0-30208 030300] | Conmoler |BCEl |HEA|BTL]  Wede | mam |
B-diF Gantrallys fiim SOV ASATSEN Ll PHETLANETES 1 ] 1-0-3 Amrriale hilicn

G T usapplicati s Pt IO¥LT11%21 4 3 102 Sratarmad Fulad

B - b i’y

] Corersliar {Sh 209ETEIIL)

Foting inesvar [0 Hetwosc acvey: [

Note

Notice that the copy continued without error and that disk Z icon changed to

indicate that it is Using an Alternate Path.

If Auto Failback is enabled for that host, continue to refresh the screen and
note that the path fails back to the original controller. (Hint: View the polling

interval to determine how long it will take before the failback occurs).

This completes this lab exercise

Please notify your instructor that you are finished
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installation
lab 4

Objective

| .F*p.l o iy Y l ! _- Ny P
x-San Francisco -

® San Jose

Your customer, Widget Inc., is concerned about disaster tolerance and the
availability of the company’s data. Widget Inc. is based in San Francisco, CA.
Widget also has a field office in San Jose, CA. There is concern about power
outages that occur frequently in the San Francisco area. The company has invested
in a backup generator and UPS equipment, but is still concerned that their data
may become unavailable. Their concern is warranted; the loss of connectivity to
their database can cause the loss of millions of dollars in a very short time.

The following lab exercises will allow you to configure an HP StorageWorks Data
Replication Manager (DRM) solution for the Widget company. The IT staff of
Widget would also like to see a demonstration of the failover process. They would
like you to perform an unplanned failover to San Jose using a sample database.
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Solution
Data Replication Manager SanJose
Sanfran  gjngle Host/Single Storage
Switch A
Fat;rig A
Fabric B
Site (Initiator) Site (Target)
Conn Name WW Name Host Name HBA Number

Note

For the syntax of any CLI commands included in this lab, see the HSGS80
Array Controller ACS Version 8.6 CLI Reference Guide.
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Lab 4 — HP StorageWorks Data Replication Manager Installation

Prerequisites — Both Sites
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1.

12.

13.

14.

! Important

m For ease of cable troubleshooting, ensure that the Port cabling is identical for both
SanFran (initiator) and SanJose (target) sites. For example, Port 1 from the top
controller should be in the same Port on the switch for both SanFran and SanJose
sites, and so on. Remember, under normal circumstances, SanJose is physically
separate from SanFran.

= Do not cable the Inter-Switch-Link (ISL) until you are instructed to do so in the lab.

= Do not restart the host at SanJose (target) until you are ready to initiate a site
failover.

Write down the World Wide Names (WWN) of all components at the
SanFran and SanJose sites of the DRM installation. Use the table provided to
record the names.

Cleanly uninstall HP storage software products other than HP
StorageWorks Secure Path, which may have been installed earlier in the
course.

Verify that the Secure Path lab was completed successfully, which requires
that the controllers be configured for multibus failover.

Use Disk Administrator to delete any drives associated with the storage
system that the host sees.

Verify that a terminal session is active on the upper HSG80 controller on
both subsystems.

Microsoft SQL Server 7 Service Pack 3 or greater installed on both the
initiator and target hosts (SanFran and SanJose)

Verify that all scripts associated with the simulated application are in the
c:\scripts directory of the host computer.

Shut down the servers (hosts) at the SanFran and SanJose sites.
Run DILX on all units on both storage systems.

Delete any existing units, storagesets (containers), and connections on both
storage systems.

Verify that controller Ports are set to fabric topology and that there are no
controller errors.

Verify that SAN Switch 8, SAN Switch 16, SAN Switch 8EL or SAN Switch
16EL Fibre Channel switches are used.

Ensure that 12 hard drives (10000 to 60000 and 10100 to 60100) are
configured for both storage systems (or any variation of disk numbers that
equals 12 drives).

Verity that the controllers are in SCSI-3 mode.
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Preparing the Switches

Switch Configuration

This lab is based on the use of StorageWorks SAN Switch 8 Fibre Channel
switches. If you are using StorageWorks Fibre Channel Storage Switch 8 switches,
set the following parameters through the front panel interface.

IP Address Assignment

!

L4-4

Important

DRM requires that both switches at each site use the same Domain ID. For
example, both switches at SanFran will use ID “1”, and both switches at
SanJose will use Domain ID “2”.

Note

» During the configuration of the switches, press Enter after each command that is
entered in the HyperTerminal window.

m Currently, HP only supports the Ethernet IP address for use in communicating with
the switch. Check the storage website at http://www.compaq.com/storage for
current information on supported protocols.

Begin with the SanFran (initiator).

Using HyperTerminal, establish a telnet connection to the switch. Ensure that
the connection uses VT100 emulation.

When the connection to the switch is established, press Enter one time. The
switch command prompt displays. If prompted for a username and password,
the default username is “admin” and the password is “password.”

To begin making configuration changes, disable the switch.
Type switchDisable

Configure the switch.

Type configure

Type Yes then press the Enter key to configure fabric parameters. Use
Domain ID 1 for both switches at SanFran (initiator) and Domain ID 2 for
both switches at SanJose (target).

Accept the default settings for the remaining parameters.
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8. Verify the IP address that has been assigned to the switch.
Type ipAddrShow

! Important

Check the current IP addresses. If they are configured as shown in the
following table, skip the next step.

9. Ifnecessary, change the IP address to match the classroom configuration.
Type ipAddrSet

Unless instructed otherwise, use the following IP settings for all of the switches.

Location = Domain Name Position IP Address Subnet Mask
SanFran SanFran Top Server IP +1 255.255.0.0
SanFran SanFran Bottom Server IP +2 255.255.0.0
SanJose SanJose Top Server IP +1 255.255.0.0
SanJose SanJose Bottom Server IP +2 255.255.0.0
Default 128.100.100.252

Gateway

10. Reenable the switch.

Type switchenable
11. Type exit to leave the switch configuration utility.
12. Repeat this process for the remaining SanFran switch.

13. Repeat Steps 2 through 12 on SanJose (target) switches.
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Configuring the Array Controllers

*************************************SAN J OS E*********************************

On the Target Storage Subsystem (SANJOSE)

Note
= The container names at the target site and initiator site will be the same.

» Two drives in the initiator storage system (SanFran) will be saved for use by the
logs.

m Preferred path assignments in this lab were arbitrarily selected. In a production
environment, path preference would be assigned based on load balancing and
expected disk activity planning.

1.  Establish a CLI session with the storage subsystem using the same
parameters you used to connect to the switch. If you have trouble connecting,
verify that you are using the correct connection speed.

2. Identify all disk devices in the storage system.
Type
RUN CONFIG

3. Based on the customer configuration from the beginning of this lab, create,
initialize, and assign LUNs to two containers as indicated in the following

table.
Container Disks Units Description
SQL_D_M 10000, 30000 D1 Application 1 data — mirrorset
SQL L M 10100,30100 D2 Application 1 logs — mirrorset
Type

ADD MIRROR SQL D M DISK10000 DISK30000
ADD MIRROR SQL L M DISK10100 DISK30100
INIT SQL D M

INIT SQL L M

ADD UNIT D1 SQL D M

ADD UNIT D2 SQL L M

Important

If you name the units or mirrorsets with different names than what is listed in
the preceding table, do not use dashes. Dashes are not supported with DRM
scripting.

-
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*************************************SAN J OS E*********************************

4. Distribute the units by setting their preferred path.

Type
SET D1 PREFERRED PATH=THIS CONTROLLER
SET D2 PREFERRED PATH=OTHER CONTROLLER

5. Disable access on all units.
Type
SET D1 DISABLE_ACCESS_PATH=ALL
SET D2 DISABLE_ACCESS_PATH=ALL

o -

Important

Disabling access to these units prevents the units from using connections that
are already in place (although there should not be any if the prerequisites were
followed).

6. Confirm that access has been disabled.

Type
SHOW UNIT FULL
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*************************************SAN F RAN*********************************

On the Initiator Storage Subsystem (SANFRAN)

1. Perform steps 1 through 6 from the previous “SanJose (target site)” section.

2. When you complete the above steps at both SanFran (initiator) and SanJose
(target) sites, proceed to the next section of this lab.
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*************************************SAN J OS E*********************************

At SanJose (Target)

! Important

m The name used in the REMOTE_COPY command is the name the controller pair
you are configuring will present to the other set of controllers. It does not refer to the
name used by the other controller pair.

m For OpenVMS environments, set device ID on all units with the following command:
SET UNIT IDENTIFIER = value

Define the remote copy set name. This name will identify your controller to the
partner site.

Note

Issuing this command will mask HBA access to Port 2 on both controllers.
This command reserves Port 2 for DRM replication communication.

Type

SET THIS CONTROLLER REMOTE COPY=SANJOSE

! Important
This command causes the controllers to restart.
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*************************************SAN F RAN*********************************

At SanFran (Initiator)

Define the remote copy set name at SanFran.

Type
SET THIS CONTROLLER REMOTE COPY=SANFRAN

! Important
This command causes the array controllers to restart.
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Configuring the DRM Controller

Connect the ISLs between the switches (Port 0 to Port 0).

*************************************SAN F RAN*********************************

At SanFran (Initiator)

1. To create a remote copy set you must “bind” the units (LUNs) between
SanFran and SanJose. In other words, pair a unit (D1) at SanFran with the
same unit (D1) at SanJose.

! Important

m This command fails with the error Target connection name conflicts with a name
already in the connection table but it creates and names the connections
appropriately. In this exercise, the site names will be SANFRANA, SANFRANB,
SANFRANC, and SANFRAND.

This command does not have to be repeated for the remaining units at this time.
Once the initial remote copy set has been created, the remaining connections are
created automatically. These additional connections will be labeled based on the
name of the initiator site and a letter.

» A failure with the error Remote copy node SanJose not found or Fabric
unavailable is an indication that there are cable or switch zoning problems.

n A failure with Initiator unit specified not found indicates configuration problems.

Type
ADD REMOTE RCS D1 D1 SANJOSE\D1

2.  Ensure that the connections are created properly.
Type
SHOW CONN
Identify the WWN of each connection and its origination point.
4.  Restart the host on SanFran.

The names for the remote copy sets and the unit name associated with each
are defined in the following table.

Unit Remote Copy Set Name Description

D1 RCS_D1 SQL data — mirrorset

D2 RCS_D2 SQL logs — mirrorset
Note

The remote copy set name refers to the unit (LUN) at SanFran (initiator) as
well as the unit it is paired with at SanJose (target). For example, RCS D1
refers to unit (LUN) D1 at SanFran and unit (LUN) D1 at SanJose.
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*************************************SAN J OS E*********************************

At SanJose (Target) Site

1. Define a remote copy set at SanJose (target) site.

! Important

m This command fails with the error Cannot find unit specified on Target controller,
but it creates and names the connections appropriately. In this exercise, the site
names will be SANFRANA, SANFRANB, SANFRANC, and SANFRAND.

This command does not have to be repeated for the remaining units at this time.
Once the initial remote copy set has been created, the remaining connections are
created automatically. These additional connections will be labeled based on the
name of the initiator site and a letter.

» A failure with the error Remote copy node SanJose not found or Fabric
unavailable is an indication that there are cable or switch zoning problems.

» A failure with Initiator unit specified not found indicates configuration problems.

Type
ADD REMOTE RCS D1 D1 SANFRAN\D1

2. Show the connections.

Type
SHOW CONN

3. Identify the WWN of each connection and its origination point.

It is always a good practice to change the connection names to a more
descriptive indication of where the connection to the storage system is
coming from.

4. Rename the two connections that link Port 1 on the target controllers to the
HBAs on SanFran to indicate their origination point.

Note

Because the host at SanJose is only active during a failover, this is the link to
the HBAs on SanFran.

Type
RENAME !NEWCONNxx IT1
RENAME !NEWCONNyy IB1

If you do not see two connections, verify that your cables are correctly connected.
Ensure that you see two connections before continuing.

Note

SanFran communicates with SanJose through host Port 2 on each controller
(named SanFrana, SanJosea, SanFranb, SanJoseb, etc). Renaming the
connections between host Port 1 at SanJose (target) and the HBAs to SanFran
(initiator) is not required. However, it is a good practice use descriptive
connection names for clarity.
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*************************************SAN J OS E*********************************

5. Enable the access paths to the connections you have just created.

Type
SET D1 ENABLE ACCESS PATH=SANFRANA, SANFRANB, SANFRANC, SANFRAND
SET D2 ENABLE ACCESS PATH=SANFRANA, SANFRANB, SANFRANC, SANFRAND

6. Confirm that there is access to the SanFran connections.

Type
SHOW UNIT FULL
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*************************************SAN F RAN*********************************

At SanFran (Initiator)

1.  Enable the access paths from the SanFran (initiator) site to the SanJose
(target) site.

Type
SET D1 ENABLE ACCESS PATH=SANJOSEA, SANJOSEB, SANJOSEC, SANJOSED
SET D2 ENABLE ACCESS PATH=SANJOSEA, SANJOSEB, SANJOSEC, SANJOSED

2. The following CLI command will create remote copy sets. When this
command is entered, the controllers will copy all data from the SanFran
(initiator) storage units to the SanJose (target) units. This process is called
normalization.

Note

This is the same command that failed when entered originally. Because
connections and access paths are now set, the command will not fail this time.
This command “pairs up” the units that make up the Remote Copy Set.
Example: D1 from SanFran is paired with D1 on SanJose

Type
ADD REMOTE RCS D1 D1 SANJOSE\D1
ADD REMOTE RCS D2 D2 SANJOSE\D2

! Important
Do not perform this step on the SanJose units.

3. View the normalization percent for the remote copies.

Type
SHOW REMOTE FULL

Note
The remote copy sets will not be shown at the SanJose (target) site unless there
is a failover.
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*************************************SAN F RAN*********************************

Creating Log Units and Association Sets

In the event of a link failure, disk operations between the host and subsystem on
SanFran (initiator) will continue and changes will be recorded in this log. When
the link is restored, a full synchronization between the SanFran (initiator) and
SanJose (target) systems will not be necessary. Only the data referenced in the
write-history log will be exchanged.

In this exercise, disks 40000 and 60000 are used as a mirrorset for the log disk.
The log unit name is D3. The association set name is AS_SQL. The remote copy
sets used in this scenario are RCS D1 and RCS_D2.

Creating a Log Unit

1.

Rev. 2.31

Create a mirrorset for the log disk.

Type
ADD MIRROR LOGl DISK40000 DISK60000
Initialize the mirrorset with the following CLI command:

Type
INIT LOGL

Important
The drives for this log are only on the SanFran (initiator) side.

Assign a unit (LUN) to the container you just created.

Type
ADD UNIT D3 LOGL

Prepare D3 for inclusion in the association set. Log entries will be used to
synchronize the copy sets, so all log entries must be written to disk
immediately, not stored in cache. To ensure that this occurs, disable write-
back caching for the log unit.

Type
SET D3 DISABLE ACCESS PATH=ALL
SET D3 NOWRITEBACK CACHE
Ensure that the commands are accepted.

Type
SHOW UNITS FULL
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*************************************SAN F RAN*********************************

Create an Association Set

An association set refers to the group containing a log disk and the remote copy
sets that use it. Create an association set that includes D3 (the log just created), D1
(the data store for the SQL database), and D2 (the SQL database log). Name this
association set AS SQOL.

If the link between SanFran and SanJose fails, transactions to D1 and D2 will be
logged in the write-history log unit.

1. Create the association set and include the application data store as the first
member.

Type
ADD ASSOCIATIONS AS SQL RCS D1

2. Add the application log file as the second member of the association set:

Type
SET AS SQL ADD=RCS D2

3. Assign D3 as the log unit to the AS_SQL association set.

Type
SET AS SQL LOG UNIT=D3
SHOW AS SQL

List Remote Copy Sets and Associations Sets

Type
SHOW REMOTE FULL

Write down the remote copy set and association set information from this display.
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*************************************SAN F RAN*********************************

At SanFran (Initiator)
1. View the connections on SanFran and rename them.
Type
SHOW CONN

RENAME !NEWCONNxx IT1
RENAME !NEWCONNyy IB1

2. Enable the connections on SanFran (initiator).

Note

When the Enable Access Path command is executed, a warning message
about other hosts will display. This message is correct; access has been
enabled for other hosts to this unit. Acknowledge that you have read the
warning message and continue.

Type
SET D1 ENABLE ACCESS PATH=IT1,IBl
SET D2 ENABLE ACCESS PATH=IT1,IBl

3. Log in to the host.

! Important

Update your script files. Type copy the \scripts folder to c:\scripts. Allow
files to be overwritten if necessary.

4. Run My Computer — Manage — Disk Management and write signatures to
the new drives. Assign fixed drive letters F: and Z: to the two new drives.

! Important

The scripts written for this lab assume the use of the F: and Z: drives. If you
assign other drive letters, the SQL scripts will fail.
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*************************************SAN F RAN kkkkkhkkkkkkkkhkkkkhkkkkkkkkkkkkk

Testing the Configuration at SanFran (Initiator)

L4-18

1.

Using Windows Explorer, find the batch file c.\scripts\CreateDB_DRM.bat.
Double-click c:\scripts\CreateDB_DRM.bat to execute the batch file.

Locate the executable iSOLw.exe and double-click iSOLw.exe to execute the
file.

) SOL Server Query Analyzer
File Edl View Query Window Help

W 5oL seer =7 G |

I Start SOL Sewver if stopped

 Connection [nfomation:
£ Use Windows NT authentication

& Use SOL Server authentication
Login Nathe:  |admin
Password ||

0K | Cancel | Hep |

Log in with the admin user ID and no password. Use the defaults shown in
the preceding graphic for the other parameters.

From the same directory, select File — Open — CreateOriginal DRM.sql.

The SQL statement in this query creates a simulation of data entry in a
database application.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
While the database application is active:

a.  Disconnect the active ISL (indicated by the activity light to that
connection on the switch). After a few minutes, the controllers will
recognize a path failure and transfer to the other fabric (switch).

What is the effect on the application?

b.  Disconnect the remaining ISL. After a few minutes the SanFran
(initiator) subsystem will begin writing information to the log. When the
connection is restored, the initiator will resume the copy operation using
the information that was stored on the logs.

What is the effect on the application?
Reconnect the ISLs to the original switches and fabric.
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*************************************SAN F RAN*********************************

*kkkk

Managing Site Failure

WARNING

A Ensure that normalization of the remote copy sets is complete before
beginning this lab. Enter the show remote full command to view the
normalization status.

*************************************SAN F RAN kkkkkkkkkkhkkkkhkkkhkkkhkkkkkkkhkkkkkk

Exercise 1: Starting the Application

In this exercise, you will start a simulated database application then failover to the
target and restart the application. If the database application is already started, skip
to Exercise 2.

Note

Your instructor will point you to the files necessary to start this application
data simulation if the scripts on not in c:\scripts.

1.  Open iSQOLw.exe.
2. Log in with the admin user ID and no password.
3. From the same window, select File - Open — CreateOriginal DRM.sql.

The SQL statement in this query creates a simulation of data entry in a
database application.

4.  Click the green arrow (run) icon in the menu bar to execute the SQL script.

5. Leave the iSQLw.exe window open with the script running.
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*************************************SAN F RAN*********************************

Exercise 2: Initiating a Site failure

At the SanFran (Initiator) Site

You have experienced an unplanned loss of the initiator site (SanFran). The loss
could have been caused by a power failure or other event that did not damage
initiator site hardware. The duration of the outage at the initiator is unknown. The
DRM hardware components (hosts, controllers, and switches, for example) at the
initiator site will remain intact.

You will perform a failover to the target site. When the power is returned to the
initiator site and the system is back online, you will perform a full failback to the
initiator site (SanFran).

-

Important

Because an actual site failure would include both the host and the subsystem at
SanFran, you must first shutdown the host at SanFran so that it no longer has
access to the subsystem.

To stop communication between the host and the storage subsystem, power off the
host server at the initiator SanFran (simulated power failure).

Note

In a normal full power failure at the initiator site (SanFran), the storage
systems also would lose power. However, for of this exercise, we will assume
that there is a loss of power to the storage but leave the storage systems
running.
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*************************************SAN J OS E*********************************

At SanJose (Recovery System)

! Important

m The SITE_FAILOVER command must be issued for each remote copy set so that if
SanFran comes back online, it will see another initiator (SanJose in this case) for the
remote copy sets and will not start to spread its WWID on the fabric. This prevents it
from being available as a SCSI target.

m After ensuring that SanFran does not have access to the storage system, allow
access through the paths connecting the SanJose storage system to the HBAs on
the SanJose server.

1. Disable communications on Port 2. Do not disconnect the ISLs from the
switches.

Type:
SET THIS PORT 2 TOPOLOGY=OFFLINE

SET OTHER PORT 2 TOPOLOGY=OFFLINE
2. Verify that the connection is offline.

Type:
SHOW THIS

SHOW OTHER
What is the status of the PORT 1 TOPOLOGY and PORT 2 TOPOLOGY?

3. Issue the SITE_FAILOVER command for each remote copy set.

Type
SITE FAILOVER SANFRAN\RCS D1
SITE FAILOVER SANFRAN\RCS D2

What occurred?

4.  Verify that all remote copy sets now refer to SanJose as the initiator and
SanFran as the target.

Type
SHOW REMOTE FULL
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**********************************SAN J OS E************************************
5. Remove the targets associated with SanFran in case SanFran where to
recover.
SET RCS D1 REMOVE=SANFRAN\D1
SET RCS D2 REMOVE=SANFRAN\D2

6. Verify that you have removed the targets.

Type
SHOW REMOTE FULL

What is the difference between this list and the one in step 4?

7. Refer to your record of the SHOW REMOTE FULL command output that details
the original initiator configuration (step 4). Using the output as a reference,
create association sets to duplicate all of the association sets that were on the
initiator. Do not create a log disk.

&.  Power on the server at SanJose.

9.  After the server boots, rename the connections to the SanJose (recovery)
server HBAs.

Type
RENAME !NEWCONNxx TT1

RENAME ! NEWCONNyy TB1
10. Grant access for the SanJose server to the SanJose storage for every unit on

the SanJose controller pair. If you do not know the connection names, issue a
SHOW CONNECTION CLI command.

Note

When you issue these commands, you will receive the warning message noting
that other hosts enabled for these units. Acknowledge this warning and
continue.

Type
SET D1 ENABLE=TT1, TB1
SET D2 ENABLE=TT1, TB1l
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*************************************SAN J OS E*********************************

1.
12.

13.
14.
15.
16.
17.
18.

19.
20.
21.

22.
23.

Rev. 2.31

Log in to the SanJose computer as Administrator.

Right-click My Computer and select Manage. Rescan disk drives and verify
that the drives (LUNs) are now visible on SanJose. Also verify that the drives
are assigned the same drive letters they were assigned at SanFran.

Start the SQL server.

From the c:\scripts directory, execute the batch file AttachDB.bat.

Open iSQOLw.exe.

Log in with the admin user ID and no password.

In iSQLw, select File — Open — ShowCount.sql.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
What number displays in the Result tab?

In iSQLw, select File — Open — ShowData.sql.

Maximize the iISQLw window.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Can you tell where the data originated?

(Hint: It is part of the record.)

Select File — Open — CreateData DRM Target.sql.

Click the green arrow (run) icon in the menu bar to execute the SQL script.

This ends the site failover procedure to the remote site.
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Managing Site Failback

L4 -24

Before performing a full failback, verify that your initiator controller configuration
is the same as your target controller configuration.

Compare the status of the controllers, association sets, remote copy sets, units, and
connections at the target site with those at the initiator site. Full failback consists
of:

m  Initiator site preparation

m  Target site copy data

m Initiator site return control
m  Target site restoration

m Initiator site restoration of target connections
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Exercise 1: Preparation

*************************************SAN F RAN*********************************

Initiator Site Preparation (SanFran)

1. Power up the controllers, if necessary.
2. Check all units for lost data.

Type
SHOW UNITS FULL

Which units need to be cleared?

(Hint: What is the state of the unit?)
3. Ifthere is lost data, clear it for each applicable unit.
Type
CLEAR ERRORS unitname LOST DATA (if necessary)
Repeat this step for any units that had errors.

4. If no errors were found in step 2, skip to step 5. Otherwise, enter the
following command to verify that all errors have been corrected.

Type
SHOW UNITS FULL
Were all units cleared?

5. Disable access to the storage unit.

Type
SET D1 DISABLE ACCESS IT1,IBl
SET D2 DISABLE ACCESS IT1,IBl
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*************************************SAN F RAN*********************************

6. Verify that access has been disabled.
Type
SHOW UNITS FULL

7. If necessary, turn off write-history logging for each association set.

Type
SET AS SQL NOLOG

Repeat this command for all association sets.

8. Delete all association sets.

DELETE AS SQL
Repeat this command for all association sets.
9. Delete all remote copy sets.
Type
DELETE RCS D1

Repeat this command for all remote copy sets.

L4 - 26 Rev. 2.31



Lab 4 — HP StorageWorks Data Replication Manager Installation

*************************************SAN J OS E*********************************

Target Copy Data Procedure (SanJose)

1.

Rev. 2.31

Reenable host Port 2 on both controllers.

Type
SET THIS PORT 2 TOPOLOGY=FABRIC
SET OTHER PORT 2 TOPOLOGY=FABRIC

Verify that the ports have been reenabled.
Type

SHOW THIS

SHOW OTHER

Add the target back to the remote copy sets of the initiator.

Type

SET RCS D1 ADD = SANFRAN\D1

SET RCS D2 ADD = SANFRAN\D2
This step initiates the failback copy and begins normalization.

Check the progress of the normalization (copy) cycle.

Type
SHOW REMOTE FULL
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*************************************SAN J OS E*********************************

6. IniSQLw.exe, click the red stop icon in the menu bar to stop execution of the
script.

7.  Close the iISQLw.exe window.
8. Inthe SQL Server Service Manager window, stop SQL Server.
9.  Shutdown the SanJose server.

10. On the SanJose storage system, disable access to the storage by the remote
server. This prevents problems that could occur if the remote server comes
back online.

Type
SET D1 DISARLE=TT1,TB1
SET D2 DISABLE=TTI1,TB1

Type
SHOW UNITS FULL

What is the access for each of the units?

Important
Continue to monitor the normalization progress using the SHOW REMOTE
FULL command. Wait until all remote copy sets are 100% normalized before

proceeding to the next step in this lab. This indicates that all copy cycles are
finished.

-

L4 - 28 Rev. 2.31



Lab 4 — HP StorageWorks Data Replication Manager Installation

Exercise 2: Performing Failback

*************************************SAN F RAN*********************************

SanFran (Initiator) Return Control Procedure
1. Disable communications on Port 2.

Type:
SET THIS PORT 2 TOPOLOGY=OFFLINE

SET OTHER PORT 2 TOPOLOGY=OFFLINE
2. Verify that the connection is offline.

Type:
SHOW THIS

SHOW OTHER
3. Issuethe SITE FAILOVER command for each remote copy set.
Type
SITE FAITLOVER SANJOSE\RCS_Dl
SITE FATITOVER SANJOSE \RCS_DZ

What occurred?
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*************************************SAN J OS E*********************************

SanJose (Target) Restore Procedure
Repeat this command for all association sets.
1. Delete all remote copy sets.

Type
DELETE RCS D1

Repeat this command for all remote copy sets.
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*************************************SAN F RAN*********************************

SanFran (Initiator) Restoration of Target Connections

1. Reenable host Port 2 on both controllers.

Type
SET THIS PORT 2 TOPOLOGY=FABRIC

SET OTHER PORT 2 TOPOLOGY=FABRIC

2. Re-create the association sets.

Type
ADD ASSOCIATIONS AS SQL RCS D1
SET AS SQL ADD=RCS D2
SHOW AS SQL

3. Enable access to the SanFran storage by the SanFran server.

Note
When you issue the following command, you may receive the message noting
that hosts enabled for these units. Acknowledge the warning and continue.

Type
SET D1 ENABLE=IT1, IB1l
SET D2 ENABLE=IT1, IB1

4.  Verify that you have granted access to every unit (LUN) that is part of a
remote copy set (RCS).

Type
SHOW UNITS FULL

-

Important

Remember to check the error_mode on every remote copy set on SanFran.
Change the error mode to NORMAL or FAILSAFE (SET <RCSName>
ERROR = FAILSAFE [NORMAL]).
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*************************************SAN F RAN*********************************

5.

o =2

11.

12.
13.

L4 - 32

Reboot the SanFran server and log in as Administrator. Select My Computer

— Manage — Disk Management. Rescan and verify that you have access to
all the drives (LUNS).

ﬁ) SOL Server Service Man

Server LAE-&PPLICATION

Semvices: IMSSDLSewer ;I
| J | Start Continue
|| | FPauze
[ ] | Stop

¥ Auto-start zervice when 05 starts

SLAB-APPLICATION - MSSOLServer - Running

Open SQL Server Service Manager from the system tray. Click Stop.
Wait for the server to stop, then click Start/Continue.
Open iSQLw.exe.

Log in using with user id admin and no password. Use the defaults for any
other parameters.

In iISQLw.exe, select File — Open — ShowCount.sql.
Click the green arrow (run) icon in the menu bar to execute the SQL script.

Was there a difference between this count and the one recorded earlier?

Maximize the iSQLw.exe window.

In iISQLw.exe, select File - Open — ShowData DRM Target.sql (c:\scripts
directory).

Can you tell where the data originated?

(Hint: It is part of the record)
This ends the Site Failback procedure.
SanFran is now the initiator again.
The DRM Lab is now complete.

Let your instructor know that you are finished.
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scripting hp StorageWorks data replication

manager
lab 5

Objectives

The Widget company was very impressed with the ability of Data Replication
Manager (DRM) to replicate the company’s data to the San Jose facility. After
further review of the abilities of DRM, the IT managers of Widget have decided
that while their data needs to be highly available, they are more concerned about
the integrity of the data. They would prefer to use the Failsafe error mode for their
DRM configuration, and to keep a spare server in San Jose that could be quickly
brought up to host their database.

Because the speed of recovery is important to them, they would also like you to
configure scripts that will facilitate the resumption of operations.

Rev. 2.31 L5-1



Disaster Tolerance and Data Availability

Overview

L5-2

Usually, to perform failover, failback, or a resumption of operations, the manual
issuance of a complex series of Command Line Interpreter (CLI) commands is
required. The use of scripts reduces the number of manual commands that have to
be issued. The appropriate CLI commands can be run in a batch file..

After completing this lab, you should be able to explain:

m  How to obtain and install the necessary program files.

s How to customize the following files for a DRM configuration:
e  Configuration generation batch files.
e  Target controller configuration files.
e  The application action list.

m  How to run the failover, failback, and resumption of operation batch files.
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*************************************SAN F RAN*********************************

Changing the Error Mode

For the purposes of this lab, the error mode that will be used is the Failsafe error
mode. Complete the following steps to change the error mode from normal to
failsafe.

1.

Rev. 2.31A

Turn off write history logging, if enabled.
Type:
SET AS_SQL NOLOG UNIT
Use the following CLI command to verify that the association sets have no
log unit.
Type:
SHOW ASSOCIATICON FULL
Delete the configured association set.
Type:
DELETE AS SQL
Set the error mode of the remote copy sets to failsafe.

Type:
SET RCS D1 ERROR MODE

FATILSAFE
SET RCS D2 ERROR MODE = FAILSAFE

Create the association set and include the application data store as the first
member.
Type:
ADD ASSOCIATIONS AS SQL RCS D1
Add the application log file as the second member of the association set.

Type:
SET AS SQL ADD=RCS D2
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*************************************Both S ites****************************

Scripting Software Installation

The following software components are required to prepare a server for script
operation:

m  DRM Scripting Kit
m  Perl interpreter
s Command Scripter

These software components must be installed on each host at the initiator and
target sites that will use scripting.

DRM Scripting Kit
1. Copy the DRM scripting kit self-extracting file into the c:\scripts directory.

2. From Windows Explorer or a command line prompt, double-click or execute
the installation file. The kit files self-extract into the c:\scripts directory.

3. Verify that the subdirectories BAT, BIN, CONFIG, LOG, and TMP are
created in the c:\scripts directory.

4.  Add an environmental variable named %CLONE_HOME?Y% to set the default
directory of the scripts.

a.  From the Windows desktop, click Start — Settings — Control Panel.
b.  Double-click System.

c. Click Advanced — Environment Variables.

&

In the System Variables section, click New.

e. Inthe dialog box, type CLONE HOME in the Variable Name field. In
the Variable Value field, enter c:\scripts.

f.  Click OK.

Perl Interpreter

A Perl interpreter is necessary to execute the Perl scripts, and must be installed on
each server that runs the scripts. For the Windows NT/Windows 2000 platform,
the interpreter is a separately installed component. ActivePerl is one interpreter
that can be downloaded for free and used to run the scripts.

1.  Locate the Perl interpreter supplied by your instructor.

2. Follow the installation instructions for the interpreter.
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*************************************Both S ites****************************

Command Scripter

Rev. 2.31A

The Command Scripter must be installed on the initiator and target servers. The
following procedure installs the Command Scripter:

1.

10.

Obtain the location of the installation files from your instructor. Execute
setup.exe.

From the Welcome screen, click Next.
The license agreement displays. Click Yes to accept the license agreement.

Accept the default or choose a destination for the program installation. Click
Next.

Click Finish. A Command Scripter program icon is added to the Programs
menu.

Install the Command Scripter 1.0A or later update.

Copy cmdscript.exe to c:\scripts\bin.
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*************************************S an F ran *kkkkkkkkkkkhkkkkkkkkkkkkkkk

Creating SCSI-3 Individual Generation Batch Files

1. Modify the gen_ex.bat file, located in the C:\SCRIPTS\BAT directory, to
create an initiator configuration generation file for the initiator site. Use a text
editor and make the necessary modifications using the following syntax:

Perl -I $CLONE HOMES$ $CLONE HOMES$\bin\generate cfg.pl
com=cs RemoteCopyName HSG Serial #:

RemoteCopyName identifies the DRM controller (remote copy) name of
the initiator subsystem (for example, SanFran). The remote copy name
can be obtained by running a SHOW THIS command from the
controller.

Edit the gen ex.bat file to look like the following :

Perl -I %CLONE HOME% %CLONE HOME%\bin\generate cfg.pl cam=cs SanFran
7603004687 :

Note

You would replace the controller serial number in the example above to your
THIS controller’s serial number.

& sitel _gen.bat - Notepad ] =10] x|
File Edit Format Help

I# This batch Tile starts the generate config saript. =]
# user should modify conroller namd and device To corespond To their system.

# Parameter description: i X i

# com=cs indicates that the script uses command scripter interface

# denver is the HSG controller DRM node name

# zgBl60G296 95 the serial number of the controller the script is dinterrogating

seT CLONE_DEEBUG=1

per]l =1 BCLONE_HOMER: XCLONE_HOMERSDinMgenerate_cfg. pl com=<5 Sitel ZG02030796:
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3. Save the edited initiator configuration generation batch file into the
%CLONE_HOME%\BAT subdirectory with the name SanFran_gen.bat.

11. Modify the gen_ex.bat file again to create a target configuration generation
file for the initiator site. The syntax is:

Perl -I %CLONE HOMES% $CLONE HOME%\bin\generate cfg.pl

com=cs RemotecgpyName Device: B
RemoteCopyName identifies the DRM controller (remote copy) name of
the target subsystem (for example, SanJose).

Edit the gen_ex.bat file to look like the following :
Perl -I 3CLONE HOME% 3CLONE HOME%\bin\generate cfg.pl cam=cs SanJose

ZN304020883:
& siteZ _gen.bat - Notepad = 0] x|
File Edit Format Help
# Thiz batech f1le starts the genarate comfig soript. =]

# user should modify conroller namd and device to corespond to thelr system.
# Parameter description:

# com=cs indicates that the script uses command scripter interface
# denver is the HSG controller DRM nocde name
# z0%l606296 45 the serial number of the controller the script is dnterrogating

58T CLONE_DEBUG=1
perl -I BCLONE_HOME% XCLONE_HOMEX\binhgernerate_cfg. pl com=<s Site? ZG304020883:

12. Save this batch file in the BAT subdirectory with the name SanJose gen.bat.
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*************************************Sa nJ ose****************************

1. Repeat the previous steps to create initiator and target configuration
generation batch files for the target site. Save these batch files in the BAT

subdirectory on the target host using the same naming convention used
previously.

L5-8 Rev. 2.31



Lab 5 — Scripting HP StorageWorks Data Replication Manager

*************************************Both S ites****************************

Running Configuration Generation Files

Rev. 2.31A

After creating an initiator and target configuration generation file for each
controller subsystem at each site, execute each file on the initiator host and on the
target host. For example, the initiator configuration generation file for controller
SanFran is run from the initiator site, and a configuration generation file for
controller SanFran is run from the target host. Remember that any time the
controller configuration changes, these generation files must be run again to create
new controller configuration files.

The configuration generation files run a Perl script called generate cfg.pl. When
this script runs:

s Many show commands are sent to the applicable HSG80 controller. The
script creates a controller configuration file based on the received responses.

m  This resulting configuration file framework is named by the script in the
format ControllerName.cfg.

Follow these steps to run the configuration generation files:

1. In Windows Explorer, locate the configuration generation batch files
(SanFran_gen.bat, SanJose gen.bat) in the %CLONE _HOME%\BAT
directory.

2. Double-click or run the batch file for the first controller.

3. Run the configuration generation batch file for each initiator and target
controller on the initiator and target hosts.

For example, the SanFran gen.bat we created above is run and creates a
configuration file called SanFran.cfg and places it in the CONFIG
subdirectory of the CLONE HOME directory.
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*************************************Both S ites****************************

Controller Configuration File Customization

The configuration files that are created after running the generation batch files, and
placed in the CONFIG subdirectory, represent a picture in time of the controller
configuration. The information in these files enables the Perl scripts to issue the
correct commands. The sections in these files have names like
ASSOCIATIONSET, CONNECTIONS, CONTROLLER, and so on.

After the configuration files have been generated, you will have files for both the
initiator and target controllers. Please note that:

m  The configuration files for the initiator controllers are complete and do not
have to be modified.

m  The configuration files for the target controllers must be modified each time
they are created, to put them into a state that should exist after failover.

m  The configuration file for a controller must be recreated by rerunning the
generation batch file every time there are changes made to the configuration
of that controller.
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*************************************Both S ites****************************

Target Controller Configuration File Customization

The target controller configuration files are built by running configuration
generation batch files that execute the generate cfg.pl script. However, these files
require additional information to allow the target site to assume the initiator role
after failover.

Association Set Section

Initiator configuration file

ASSOCIATIONSET:
ALOG=MEMBERS:RSQLLOG;FAIL_ALL:NOORDER_ALL:NOLOG_UNIT
ASQL=MEMBERS:RSQLDATA1 RSQLDATAZ:NOFAIL_ALL:ORDER_ALL:LOG_UNIT=D80

Target configuration file

ASSOCIATIONSET:

W

This section exists in the initiator configuration file, but not in the target
configuration file, because association sets do not exist on the target site when the
script is executed.

To make the necessary changes:

1.  Using a text editor, copy the information from the initiator configuration file
into the target configuration file.

Remote Copy Set Section

Rev. 2.31A

Initiator configuration file

REMOTECOPYSET:

RDE=INITIATOR:TULSA\DE TARGET FARGODE,0PERAT ION=SYNCHROMNO US,ERROR=MNORMAL; 10=20
REQLDATAI=INITIATOR: TULSADT ; TARGET.FARGO'D1,OPERATION=SYNCHRONCLIS ERROR=NORMAL 10=20
REQLDATAZ=INITIATOR. TULSADZ, TARGET.FARGO'DZ, OPERATION=SYNCHRONCLS ERROR=NORMAL10=20
REQLLOG=INITIATOR TULSA'DS, TARGET FARGCD3 ;0 PERAT IOMN=5YNCHRONO US;ERROR=FAILSAFE;I0=20

Target configuration file

REMOTECOPYSET:

This is another section that does not exist in the target configuration file because
the information is not available when the script is run.

2. Using a text editor, copy information from the corresponding initiator
configuration file into the target file.
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*************************************Both S ites****************************

Connections Section

This section in the configuration file specifies which server has access to the
controllers. Only the DRM initiator connections will have been inserted in this
section by the remote copy set LUNs. You must modify this section to enable the
target-site servers access to these controllers following a site failover. To do this,
modify the target configuration file with the names of the desired server
connections. Spaces between the connection names are not allowed.

For example, TT1 and TB1 are target-site server connections to be given access to
the controllers.

3. Modify the SanJose.cfg (Target) file with a text editor resulting with the
section looking like the following:
CONNECTIONS :
Dl1=SanFranA, SanFranB, SanFranC, SanFranD, TT1,TB1

D2=SanFranA, SanFranB, SanFranC, SanFranD, TT1,TB1

NOTE: Ifan L4C CESS:, statement appears in the CONNECTIONS: of units D1
or D2 remove the Li] CCESS:, portion only. Make certain that you never have more
than one space between the « , » and the next connection name.

Target File (SanJose.cfg) Example :

CONNECTIONS: (BEFCORE !)
DlSanFranA, SanFranB, SanFranC, SanFranD, TT1,TB1
DZ:{AWS:,‘SanFranA, SanFranB, SanFranC, SanFranD, TT1,TB1

CONNECTIONS: (AFTER !)

Dl1=SanFranA, SanFranB, SanFranC, SanFranD, TT1,TB1

D2=SanFranA, SanFranB, SanFranC, SanFranD, TT1,TB1

Modify (if necessary) the SanFran.cfg (Intiator) file with a text editor
resulting with the section looking like the following:

CONNECTIONS:
Dl=SanJosel, SanJoseB, SanJoseC, SanJoseD, IT1, IB1

D2=SanJoseA, SanJoseB, SanJoseC, SanJoseD, IT1,IB1
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NOTE: If an MCCESS:,| statement appears in the CONNECTIONS: of units D1
or D2 remove the 4CCESS:, portion only. Make certain that you never have more
than one space between the « , » and the next connection name.

Intiator File (SanJose.cfg) Example :

CONNECTIONS: (BEFORE !)
DlSanJoseA, SanJoseB, SanJoseC, SanJoseD, IT1,IB1
DZW‘SanJoseA, SanJoseB, SanJoseC, SanJoseD, IT1,IB1

CONNECTIONS: (AFTER !)
D1=SanJoseA, SanJoseB, SanJoseC, SanJoseD, IT1, IB1

D2=SanJosel, SanJoseB, SanJoseC, SanJoseD, IT1,IB1

Maximum Read/Write Transfer Size Section

When it was created, default values were loaded into the target configuration file
that do not correspond to the values in the initiator configuration file. Change these
values to match those of the initiator configuration file. Ensure that the units being
modified are mapped to the correct remote copy sets.

13. With a text editor, modify the values in the target configuration file to match
the values of the initiator.
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Application Action List Customization

L5-14

&) app.act - Notepad
File Edit Format Help

=10 x|

Lid

#

SHORT_PLANNED_FATILOVER_STEFL
Background siteZ drmdispatch PLANMED
EMD_SHORT_PLANMED_FAILOVER_STEPL

#

SHORT_PLANNED_FAILOVER_STEP2
Background site2 drmdispatch PLANMWED
END_SHORT_PLANNED_FAILOVER_STERZ

#

SHORT_PLANNED_FAILOVER_STEP3
Background site2 drmdispatch PLANNED
EMD_SHORT_PLANNED_FAILOVER_STEP3

Ll

ExT_PLANMED_FATILOVER_STERL
Background siteZ drmdispatch PLANWED
EMD_ExT_PLAMMED_FAILOVER_STEFL

#

EXT_PLANMED_FAILOVER_STEP2
Background site2 drmdispatch PLANNED
END_ExT_PLANNED_FAILOVER_STEP2

#

UNPLAMNED_FAILOVER_STEFL
EMD_UMPLAMMED_FAILOVER_STEPL
#

UNPLANNMED_FAILOVER_STEFPZ

4

failover_stepl ALL MOTFORCED

prefast_failover_stepZ ALL NOTFORCED

prefast_failover_step3 ALL NOTFORCED

failover_stepl ALL NOTFORCED

prefull_failover_stepZ ALL NOTFORCED

Background sitez drmdispatch DISASTER failower_stepl ALL MOTFORCED

Background sitez drmdispatch DISASTER failower_stepZ ALL MOTFORCED

£

During installation, the default application action list (app ex.act) was extracted

from the DRM Scripting Kit and placed in the CONFIG subdirectory of

CLONE HOME. It provides a basic structure that you must customize using the

procedures below.
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Customizing the Application Action List

1.
2.
3.

14.

15.

16.

Rev. 2.31A

Rename the app _ex.act file to app.act in the CONFIG directory.
With a text editor, open the app.act file.
Delete one row from each action in the list.

Populate the number of actions to correspond with the number of DRM
subsystems. The number of initiator-target subsystems will match the number
of entries for each action. For our lab, one DRM subsystem will comprise one
entry under each action.

SHORT PLANNED FATIOVER STEP1

Background fargo drmdispatch PLANNED failover stepl ALL NOTFORCED

END SHORT PLANNED FATLOVER STEP1

For each entry within a failover or failback action section, modify the
controller name to that of the target controller name for each DRM initiator-
target pair.

SHORT PLANNED FATLOVER STEP1

Background SanJose drmdispatch PLANNED failover stepl ALL NOTFORCED

END SHORT PLANNED FATIOVER STEP1

For each entry containing failsafe-lock actions, modify the controller name to
that of the initiator controller name for each DRM initiator-target pair.

Sections to be modified are:
e SET_ERROR NORMAL_OPERATION
e SET _ERROR_CONFIGURED OPERATION STEP1
e SET ERROR_CONFIGURED OPERATION_STEP2

Save the app.act file.
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Unplanned Site Failover with Full Failback Procedure

These procedures are used when there is an unplanned loss of the initiator site with
a full failback to the existing hardware. The procedures are:

L5-16

Running the Unplanned Failover Batch File Procedure
Target Host Setup Procedure
Running the Full Failback Batch Files Procedure

Initiator Site Cleanup Procedure
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*************************************SAN F RAN kkkkkhkkkkkkkkhkkkkhkkkkkkkkkkkkk

Exercise 1: Starting Application

In a business environment, one need to replicate data would be the need to
continue using a database after a site failure. In this exercise, we will start a
simulated database application then failover the to the target and restart the
application.

Note

Your instructor will point you to the files necessary to start this application
data simulation if the scripts on not in c:\scripts.

1. Using Windows Explorer, find the executable C:\MSSQL7\BINN\ISQLW .exe.
Double-click iSQLw.exe.

4} SQL Server Query Analyzer
File Edt View (Query Window Help

Connect to SOL Server b ,ﬁl
F =y

1) s0Lsever [local ||

I~ Start SOL Server if stopped

 Connection Information:

" Use Windows NT authentication
& Use SOL Server authentication
Login Nare:  [admin

Password |l

[ok ] el | e

2. Log in using with user id admin and no password. Use the defaults shown
above for the other parameters.

3. Select File - Open — CreateOriginal DRM.sql.

The SQL statement in this query creates a simulation of data entry in a
database application.

4.  Click the green arrow (run) icon in the menu bar to execute the SQL script.

Leave the iSQLw window open with the script running.
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*************************************SAN F RAN*********************************

Exercise 2: Site failure

At SanFran (Initiator)

You have experienced an unplanned loss of the initiator site (SanFran). The loss
could have been caused by a power failure or other event that did not damage
initiator site hardware. The duration of the outage at the initiator is unknown. The
DRM hardware components (hosts, controllers, switches, for example) at the
initiator site will remain intact.

You will perform a failover to the target site. When the power is returned to the
initiator site and it is back online, you will perform a full failback to the initiator
site (SanFran).

-

Important

Since an actual site failure would include both the host and the subsystem at
SanFran, you must first shutdown the host at SanFran so that it no longer has
access to the subsystem.

First, stop the SQL script and make sure that there is no communication between
the host and the storage subsystem.

1.  Power off the host server at the initiator SanFran (simulated power failure).

Note

In a normal full power failure at the initiator site (SanFran), the storage
systems would lose power as well. However, for the purpose of this exercise
we will assume a loss of power to the storage, but we will leave the storage
systems running.
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*************************************SAN J OS E*********************************

Exercise 3 - Running the Unplanned Failover Batch File Procedure

1.
2.

Rev. 2.31A

Open a command prompt window on the target host.

Verify that the script server can communicate with the intiator (SanFran)
controller via Command Scripter.

For SCSI-3, use the command:
\scripts\bin\cmdscript -n 760300487 “show this”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

You should expect a normal SHOW THIS response.

Check the error mode, initiator state, and target status of all remote copy sets
with the CLI command:

SHOW REMOTE COPY SETS FULL

Note

Full syntax is required for commands issued during a Command Scripter
session.

RCS D1 remote copy D1 AS SQL
Reported LUN ID: 6000-1FE1-0000-4250-0009-9411-5654-003E
Switches:

OPERATION MODE = SYNCHRONOUS
ERROR MODE = FAILSAFE
FAILOVER MODE = MANUAL
OUTSTANDING_IOS = 20
Initiator (SANFRAN\D1l) state:
INOPERATIVE

Unit failsafe locked

Target state:

Sandose\D1l is COPYING 0% complete
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L5 -20

17.
18.

19.

20.

21.

Change to the BAT subdirectory in the CLONE_HOME directory.
Run the hsg_fo.bat file.

You will see a message asking what type of failover to run. Enter u for an
unplanned failover.

You will see a confirmation message that asks you to confirm that an
unplanned failover is desired. Enter y for yes.

If this is the first time the batch file is run, or you have deleted the .RC file,
you are prompted to select a verbose or condensed reporting display. Enter v
for verbose.

When an operation completion status result is displayed, continue the fail
over procedure at the target site with the “Target Host Setup Procedure.”
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*************************************SAN J OS E*********************************

Exercise 4 - Target Host Setup Procedure

1.  To verify that failover completed successfully, issue this CLI command:
SHOW REMOTE COPY SETS FULL

The output shows the status of remote copy sets. Be sure the units listed
under Initiator State are at the target site.

2. To verify that the target hosts can connect to the LUNSs, use this command:
SHOW UNITS FULL

In the Access field of the display, all units that are used by remote copy sets
should show that the target hosts connections are enabled. This should also
show the initiator controller connections.

3. Allow the target host to recognize new units. If you have not changed the
UNIT_OFFSET of any host connections since the hosts have been booted, you
do not need to reboot the target site hosts.

4.  Open Computer Management and click Disk Management.

22. After Disk Management has initialized, go to the Action Menu and click
Rescan Disks. All of the failed over units should appear in the right-hand
pane. If Secure Path is not installed correctly, you will see each unit twice.

If you have changed the UNIT OFFSET of any host connections, you must
reboot that host. You should be able to see all of the units in Disk
Management.
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*************************************SAN J OS E*********************************

Exercise 5 - Target Host SQL Recovery

1. Locate attachDB.bat in the c:\scripts directory of your remote site. Double-
click attachDB.bat.

2. Open SQL Enterprise Manager. Verify that the PseudoApplicationDB
database has been attached.

If the failover has cause the database to be suspect (error from SQL Server),
a.  Stop and restart the SQL Server service

b. Ifyou still have a problem, truncate the log for that database

! Important

In a customer environment a suspect database would require a more robust
recovery method.

Locate iSQOLw.exe from your remote site. Double-click iSQLw.exe.

4. Log in using user id admin and no password. Use the defaults for any other
parameters.

5. IniSQLw, select File - Open — CreateData DRM Target.sql.

6. Click the green arrow (run) icon in the menu bar to execute the SQL script.

23. After a few seconds, stop the script.

24. IniSQLw, select File — Open — ShowCount.sql.

25. Click the green arrow (run) icon in the menu bar to execute the SQL script.
Write down the number displayed in the Result tab.

26. IniSQLw, select File — Open — ShowData.sql.

27. Maximize the iSQLw window.

28. Click the green arrow (run) icon in the menu bar to execute the SQL script.
Can you tell where the data originated? (Hint: It’s part of the record)

29. Locate detachDB.bat in the c:\scripts directory of your remote site. Double-
click detachDB.bat.

30. Using SQL Enterprise Manager, verify that the database has been detached. It
may require that the manager is closed and re-opened to refresh the database
list.
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*************************************SAN F RAN*********************************

Exercise 6 - Running the Full Failback Batch Files Procedure

1.
2.
3.

31.
32.

33.

34.

35.

36.

37.

38.
39.

Rev. 2.31A

Bring the initiator host back online.
Open a command prompt window on the initiator host.

Verify that the script server can communicate with the initiator controller via
Command Scripter.

For SCSI-3, use the command:
\scripts\bin\cmdscript -n 7600300487 “show this”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

You should expect a normal SHOW THIS response.
Change to the BAT subdirectory in the scripts directory.
Run the hsg fbl1.bat file.

You will see a message asking what type of failback to run. Enter f for a full
failback.

You will see a confirmation message that asks you to confirm that a full
failback is desired. Enter y for yes. If prompted, enter v for verbose.

The display indicates when mirroring is complete. At this time, the system is
disaster tolerant and can operate in this mode until you choose to complete
the failback process.

To complete the failback to the original initiator site, run the 4sg fb2.bat file.

You will see a message asking what type of failback to run. Enter f for a full
failback.

You will see a confirmation message that asks you to confirm that a full
failback is desired. Enter y for yes. If prompted, enter v for verbose.

Boot the target hosts now, to be ready for a future failover.

Continue with the full failback procedure at the initiator site with “Initiator
Site Cleanup Procedure.”
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Exercise 7 - Initiator Site Cleanup Procedure

1. Allow the initiator host to recognize new units. If you have not changed the
UNIT_OFFSET of any host connections since the hosts have been booted,
you do not need to reboot the initiator site hosts.

2. Open Computer Management and click Disk Management.

3. After Disk Management has initialized, go to the Action Menu and click
Rescan Disks. All of the failed over units should appear in the right-hand
pane. If Secure Path is not installed correctly, you will see each unit twice.

If you have changed the UNIT OFFSET of any host connections, you must
reboot that host. You should be able to see all of the units in Disk
Management.

*************************************SAN F RAN*********************************

Exercise 7 - Initiator Host SQL Recovery
1.  Restart the SQL Server services.

2. Open SQL Enterprise Manager. Verify that the PseudoApplicationDB
database is attached.

If the failover has cause the database to be suspect (error from SQL Server),
c.  Stop and restart the SQL Server service

d. Ifyou still have a problem, truncate the log for that database

! Important

In a customer environment a suspect database would require a more robust
recovery method.

Locate iSOLw.exe. Double-click iSQLw.exe.

o

Log in using user id admin and no password. Use the defaults for any other
parameters.

In iISQLw, select File - Open — CreateOriginal DRM.sql.
Click the green arrow (run) icon in the menu bar to execute the SQL script.
After a few seconds, stop the script.

In iSQLw, select File — Open — ShowCount.sql.

A e S

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Write down the number displayed in the Result tab: ...........ccccoeeviiieniiiiiennnnnn
10. Ini1SQLw, select File - Open — ShowData.sql.

11. After verifying that the data is there, stop the query.
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Unplanned Loss of Target Site Procedure

When the error mode of the remote copy set is in failsafe, and the connection to
the target site is lost, host I/O 1s paused. This occurs because the initiator state of
the remote copy set becomes inoperative while being failsafe locked.

Rev. 2.31A

These procedures are used to resume host I/O until the connection to the target site
is re-established. The procedures are:

Verification of Lost Connections Procedure
Running the Resumption of Operations Batch File Procedure
Initiator Site Cleanup Procedures

Running the Resumption of Operations Batch File Procedure
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*************************************SAN F RAN*********************************

Exercise 1: Application Startup

In a business environment, one need to replicate data would be the need to
continue using a database after a site failure. In this exercise, we will start a
simulated database application. When the target site becomes unavailable, it will
be necessary to regain operation of the database.

Note

Your instructor will point you to the files necessary to start this application
data simulation if the scripts on not in c:\scripts.

1. Using Windows Explorer, find the executable iSQLw.exe. Double-click
WinSQL.exe.

2. Log in using with user id admin and no password. Use the defaults for the
other parameters.

3. From the same directory, select File - Open — CreateOriginal DRM.sql.

The SQL statement in this query creates a simulation of data entry in a
database application.

4.  Click the green arrow (run) icon in the menu bar to execute the SQL script.
5. Leave the iSQLw window open with the script running.

6. To simulate the loss of the target site, unplug both ISL fibre connections that
connect the initiator site to the target site.

The SQL script will be stopped because the storage has paused 1/O activity.
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*************************************SAN F RAN*********************************

Exercise 2: Verification of Lost Connections Procedure

Rev. 2.31A

1.

Verify that the connection to the target site is lost and host I/O is paused. If
you are connected to the initiator site controllers when connection to the
target site is lost, you will see a confirmation message on your terminal.

Host I/0 to the remote copy sets will be paused. Verify that the initiator state
of the remote copy set is inoperative, with unit failsafe locked, with the
following command:

SHOW REMOTE COPY SETS FULL

RCS D1 remote copy D1 AS SQL
Reported LUN ID: 6000-1FE1-0000-4250-0009-9411-5654-003E
Switches:

OPERATION MODE = SYNCHRONOUS
ERROR MODE = FAILSAFE

FAILOVER MODE = MANUAL
OUTSTANDING IOS = 20

Initiator (SANFRAN\D1l) state:
INOPERATIVE

Unit failsafe locked

Target state:

SANJOSE\D1 is COPYING 0% complete
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Exercise 3: Running the Resumption of Operations Batch File

Procedure

L5 -28

1.
2.

10.

11.

Open a command prompt window on the initiator host.

Verify that the script server can communicate with the initiator controller via
Command Scripter.

For SCSI-3, use the command:
cmdscript -n 2600300487 “show this”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

You should expect a normal SHOW THIS response.

Check the error mode, initiator state, and target status of all remote copy sets
with the CLI command:

cmdscript -n 7600300487 “SHOW REMOTE COPY SETS FULL”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

Change to the BAT subdirectory in the CLONE HOME directory.
Run the hsg op.bat file.

You will see a message that you are performing a DRM operation to modify
error mode, and asks whether normal or configured error mode is desired.
Enter n for normal mode.

You will see a confirmation message that asks you to confirm that a normal
error mode is desired. Enter y for yes. Enter v for verbose.

When an operation completion status result is displayed, verify that the script
removed the targets by entering the following command:

cmdscript -n Z600300487 “SHOW REMOTE COPY SETS FULL”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.
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*************************************SAN F RAN*********************************

Exercise 4: Initiator Site Cleanup Procedure

1. Allow the initiator host to recognize new units. If you have not changed the
UNIT_OFFSET of any host connections since the hosts have been booted,
you do not need to reboot the initiator site hosts.

2. Open Computer Management and click Disk Management.

3. After Disk Management has initialized, go to the Action Menu and click
Rescan Disks. All of the failed over units should appear in the right-hand
pane. If Secure Path is not installed correctly, you will see each unit twice.

If you have changed the UNIT OFFSET of any host connections, you must
reboot that host. You should be able to see all of the units in Disk
Management.
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*************************************SAN F RAN*********************************

Exercise 5: Initiator Host SQL Recovery
1. Restart the SQL Server services.

2. Open SQL Enterprise Manager. Verify that the PseudoApplicationDB
database is attached.

Locate iSOLw.exe. Double-click iSQLw.exe.

Log in using user id admin and no password. Use the defaults for any other
parameters.

o

In iISQLw, select File — Open — CreateOriginal DRM.sql.
Click the green arrow (run) icon in the menu bar to execute the SQL script.
After a few seconds, stop the script.

In iISQLw, select File — Open — ShowCount.sql.
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Click the green arrow (run) icon in the menu bar to execute the SQL script.
Write down the number display in the Result tab.

10. Reconnect both ISLs and allow the remote copy sets to fully normalize.

11. Type:

SET RCS D1 ADD=SANJOSE\D1

SET RCS D2 ADD=SANJOSE\D2

12.  Allow the remote copy sets to normalize.
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Planned Site Failover with Full Failback

These procedures are used to ensure the proper functioning of a planned failover
and subsequent full failback for extended initiator site maintenance activities. It is
expected that the duration of the event exceeds the ability of the write history log
to capture all of the host I/O. Therefore, a full normalization of the remote copy
sets is needed after failback. The procedures are:

Rev. 2.31A

Initiator Site Preparation Procedure

Running the Extended Planned Failover Batch File Procedure
Target Host Setup Procedure

Running the Full Failback Batch Files Procedure

Initiator Site Cleanup Procedure

L5 -31



Disaster Tolerance and Data Availability

*************************************SAN F RAN*********************************

Exercise 1: Application Startup

L5 - 32

In a business environment, one need to replicate data would be the need to
continue using a database during an extended maintenance window. In this
exercise, we will run a simulated database application. We will then shutdown
operation of the database at the initiator site for planned maintenance. So that
business operations can continue, we will make the database available at the target
site.

1. Using Windows Explorer, find the executable iSQLw.exe. Double-click
iSOLw.exe.

2. Log in using with user id admin and no password. Use the defaults for the
other parameters.

From the same directory, select File — Open — CreateOriginal DRM.sql.

4. The SQL statement in this query creates a simulation of data entry in a
database application.

5. Click the green arrow (run) icon in the menu bar to execute the SQL script.
6. Leave the iSQLw script running for a few seconds, then stop the script.

7. Locate detachDB.bat in the c:\scripts directory of your initiator site. Double-
click detachDB.bat.

8. Using SQL Enterprise Manager, verify that the database has been detached. It
may require that the manager is closed and re-opened to refresh the database
list.

9.  Shutdown the initiator host.
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*************************************SAN J OS E*********************************

Exercise 2:

Procedure
1.
2.

12.

13.
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Running the Resumption of Operations Batch File

Open a command prompt window on the target host.

Verify that the script server can communicate with the target controller via
Command Scripter.

For SCSI-3, use the command:
cmdscript -n 2600300487 “show this”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

You should expect a normal SHOW THIS response.
Change to the BAT subdirectory in the CLONE_HOME directory.
Run the hsg_fo.bat file.

You will see a message asking what type of failover to run. Enter p for
planned failover.

You will see a confirmation message that asks you to confirm that a planned
failover is desired. Enter y for yes. Enter s for short.
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Exercise 3 - Target Host Setup Procedure

L5-34

1.

14.

To verify that failover completed successfully, issue this CLI command:
SHOW REMOTE COPY SETS FULL

The output shows the status of remote copy sets. Be sure the units listed
under Initiator State are at the target site.

To verify that the target hosts can connect to the LUNs, use this command:
SHOW UNITS FULL

In the Access field of the display, all units that are used by remote copy sets
should show that the target hosts connections are enabled. This should also
show the initiator controller connections.

Allow the target host to recognize new units. If you have not changed the
UNIT_OFFSET of any host connections since the hosts have been booted, you
do not need to reboot the target site hosts.

Open Computer Management and click Disk Management.

After Disk Management has initialized, go to the Action Menu and click
Rescan Disks. All of the failed over units should appear in the right-hand
pane. If Secure Path is not installed correctly, you will see each unit twice.

If you have changed the UNIT OFFSET of any host connections, you must
reboot that host. You should be able to see all of the units in Disk
Management.
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*************************************SAN J OS E*********************************

Exercise 4 - Target Host SQL Recovery

1.

b

A A A

10.
11.
12.

13.

14.
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Locate attachDB.bat in the c:\scripts directory of your remote site. Double-
click attachDB.bat.

Open SQL Enterprise Manager. Verify that the PseudoApplicationDB
database has been attached.

Locate iSOLw.exe from your remote site. Double-click iSQLw.exe.

Log in using user id admin and no password. Use the defaults for any other
parameters.

In iSQLw, select File - Open — CreateData DRM Target.sql.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
After a few seconds, stop the script.

In iSQLw, select File — Open — ShowCount.sql.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Write down the number displayed in the Result tab.

In iISQLw, select File — Open — ShowData.sql.

Maximize the iISQLw window.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Can you tell where the data originated? (Hint: It’s part of the record)

Locate detachDB.bat in the c:\scripts directory of your remote site. Double-
click detachDB.bat.

Using SQL Enterprise Manager, verify that the database has been detached. It
may require that the manager is closed and re-opened to refresh the database
list.
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Exercise 5 - Running the Full Failback Batch Files Procedure

1.
2.
3.

15.
16.

17.

18.

19.

20.

21.

22.
23.
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Bring the initiator host back online.
Open a command prompt window on the target host.

Verify that the script server can communicate with the target (SanFran)
controller via Command Scripter.

For SCSI-3, use the command:
cndscript -n 2600300487 “show this”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

You should expect a normal SHOW THIS response.
Change to the BAT subdirectory in the CLONE HOME directory.
Run the hsg fbl.bat file.

You will see a message asking what type of failback to run. Enter f for a full
failback.

You will see a confirmation message that asks you to confirm that a full
failback is desired. Enter y for yes. If prompted, enter v for verbose.

The display indicates when mirroring is complete. At this time, the system is
disaster tolerant and can operate in this mode until you choose to complete
the failback process.

To complete the failback to the original initiator site, run the isg fb2.bat file.

You will see a message asking what type of failback to run. Enter f for a full
failback.

You will see a confirmation message that asks you to confirm that a full
failback is desired. Enter y for yes. If prompted, enter v for verbose.

Boot the target hosts now, to be ready for a future failover.

Continue with the full failback procedure at the initiator site with “Initiator
Site Cleanup Procedure.”
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Exercise 6: Initiator Site Cleanup Procedure

1. Allow the initiator host to recognize new units. If you have not changed the
UNIT_OFFSET of any host connections since the hosts have been booted,
you do not need to reboot the initiator site hosts.

2. Open Computer Management and click Disk Management.

3. After Disk Management has initialized, go to the Action Menu and click
Rescan Disks. All of the failed over units should appear in the right-hand
pane. If Secure Path is not installed correctly, you will see each unit twice.

If you have changed the UNIT OFFSET of any host connections, you must
reboot that host. You should be able to see all of the units in Disk
Management.
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Exercise 7 - Initiator Host SQL Recovery

1.  Locate attachDB.bat in the c:\scripts directory of your initiator site. Double-
click attachDB.bat.

2. Open SQL Enterprise Manager. Verify that the PseudoApplicationDB
database has been attached.

Locate iSOLw.exe from your initiator site. Double-click iSOLw.exe.

b

Log in using user id admin and no password. Use the defaults for any other
parameters.

In iSQLw, select File - Open — CreateDRM Original.sql.
Click the green arrow (run) icon in the menu bar to execute the SQL script.

After a few seconds, stop the script.

o N W

In iISQLw, select File — Open — ShowCount.sql.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Write down the number displayed in the Result tab.

9. IniSQLw, select File - Open — ShowData.sql.

10. Maximize the iSQLw window.

11. Click the green arrow (run) icon in the menu bar to execute the SQL script.

Can you tell where the data originated? (Hint: It’s part of the record)
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Planned Site Role Reversal

These procedures are used to implement a planned failover and subsequent simple
failback for a site role reversal. The procedures are:

m Initiator Site Preparation Procedure

m  Running the Role Reversal Failover Batch File Procedure
m  Target Host Setup Procedure

m  Running the Role Reversal Failback Batch File Procedure

m  Initiator Site Cleanup Procedure
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Exercise 1: Application Startup

L5 -40

In a business environment, one need to replicate data would be the need to reverse
the roles that the initiator and target subsystems use. In this exercise, we will run a
simulated database application. We will then shutdown operation of the database
at the initiator site for a planned role reversal. So that business operations can
continue, we will make the database available at the target site, which will then be
the new initiator site.

1. Using Windows Explorer, find the executable iSQLw.exe. Double-click
iSOLw.exe.

2. Log in using with user id admin and no password. Use the defaults for the
other parameters.

3. From the same directory, select File — Open — CreateOriginal DRM.sql.

The SQL statement in this query creates a simulation of data entry in a
database application.

24. Click the green arrow (run) icon in the menu bar to execute the SQL script.
25. Leave the iISQLw script running for a few seconds, then stop the script.

26. Locate detachDB.bat in the c:\scripts directory of your initiator site. Double-
click detachDB.bat.

27. Using SQL Enterprise Manager, verify that the database has been detached. It
may require that the manager is closed and re-opened to refresh the database
list.

28. Shutdown the initiator host.
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Exercise 2:

Procedure
1.
2.
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Running the Role Reversal Failover Batch File

Open a command prompt window on the target host.

Verify that the script server can communicate with the target controller via
Command Scripter.

For SCSI-3, use the command:
cmdscript -n 2600300487 “show this”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

You should expect a normal SHOW THIS response.
Change to the BAT subdirectory in the CLONE_HOME directory.
Run the hsg_fo.bat file.

You will see a message asking what type of failover to run. Enter r for role
reversal failover.

You will see a confirmation message that asks you to confirm that a planned
failover is desired. Enter y for yes. Enter v for verbose.
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Exercise 3 - Target Host Setup Procedure

L5 -42

1.

To verify that failover completed successfully, issue this CLI command:
SHOW REMOTE COPY SETS FULL

The output shows the status of remote copy sets. Be sure the units listed
under Initiator State are at the target site.

To verify that the target hosts can connect to the LUNs, use this command:
SHOW UNITS FULL

In the Access field of the display, all units that are used by remote copy sets
should show that the target hosts connections are enabled. This should also
show the initiator controller connections.

Allow the target host to recognize new units. If you have not changed the
UNIT_OFFSET of any host connections since the hosts have been booted, you
do not need to reboot the target site hosts.

Open Computer Management and click Disk Management.

After Disk Management has initialized, go to the Action Menu and click
Rescan Disks. All of the failed over units should appear in the right-hand
pane. If Secure Path is not installed correctly, you will see each unit twice.

If you have changed the UNIT OFFSET of any host connections, you must
reboot that host. You should be able to see all of the units in Disk
Management.
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Exercise 4 - Target Host SQL Recovery

1.

b
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10.
11.
12.

12.

14.

Rev. 2.31A

Locate attachDB.bat in the c:\scripts directory of your remote site. Double-
click attachDB.bat.

Open SQL Enterprise Manager. Verify that the PseudoApplicationDB
database has been attached.

Locate iSOLw.exe from your remote site. Double-click iSQLw.exe.

Log in using user id admin and no password. Use the defaults for any other
parameters.

In iSQLw, select File - Open — CreateData DRM Target.sql.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
After a few seconds, stop the script.

In iSQLw, select File — Open — ShowCount.sql.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Write down the number displayed in the Result tab.

In iISQLw, select File — Open — ShowData.sql.

Maximize the iISQLw window.

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Can you tell where the data originated? (Hint: It’s part of the record)

Locate detachDB.bat in the c:\scripts directory of your remote site. Double-
click detachDB.bat.

Using SQL Enterprise Manager, verify that the database has been detached. It
may require that the manager is closed and re-opened to refresh the database
list.
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Exercise 5 - Running the Full Failback Batch Files Procedure

L5 -44

1.
2.
3.

29.
30.
31.

32.

33.
34.
35.

Bring the initiator host back online.
Open a command prompt window on the target host.

Verify that the script server can communicate with the target controller via
Command Scripter.

For SCSI-3, use the command:
cndscript -n 2600300487 “show this”

Note

You would replace the controller serial number in the above example with the
serial number of your THIS controller.

You should expect a normal SHOW THIS response.
Change to the BAT subdirectory in the CLONE HOME directory.
Run the hsg fbl.bat file.

You will see a message asking what type of failback to run. Enter r for a role
reversal failback.

You will see a confirmation message that asks you to confirm that a role
reversal failback is desired. Enter y for yes. If prompted, enter v for verbose.

The display indicates when mirroring is complete.
Boot the target hosts now, to be ready for a future failover.

Continue with the full failback procedure at the initiator site with “Initiator
Site Cleanup Procedure.”
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Exercise 6: Initiator Site Cleanup Procedure

1. Allow the initiator host to recognize new units. If you have not changed the
UNIT_OFFSET of any host connections since the hosts have been booted,
you do not need to reboot the initiator site hosts.

2. Open Computer Management and click Disk Management.

3. After Disk Management has initialized, go to the Action Menu and click
Rescan Disks. All of the failed over units should appear in the right-hand
pane. If Secure Path is not installed correctly, you will see each unit twice.

If you have changed the UNIT OFFSET of any host connections, you must
reboot that host. You should be able to see all of the units in Disk
Management.
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Exercise 7 - Initiator Host SQL Recovery

1.  Locate attachDB.bat in the c:\scripts directory of your initiator site. Double-
click attachDB.bat.

2. Open SQL Enterprise Manager. Verify that the PseudoApplicationDB
database has been attached.

Locate iSOLw.exe from your initiator site. Double-click iSOLw.exe.

b

Log in using user id admin and no password. Use the defaults for any other
parameters.

In iSQLw, select File - Open — CreateDRM Original.sql.
Click the green arrow (run) icon in the menu bar to execute the SQL script.
After a few seconds, stop the script.

In iISQLw, select File — Open — ShowCount.sql.

A A A

Click the green arrow (run) icon in the menu bar to execute the SQL script.
Write down the number displayed in the Result tab.

10. IniSQLw, select File — Open — ShowData.sql.

11. Maximize the iSQLw window.

12. Click the green arrow (run) icon in the menu bar to execute the SQL script.

Can you tell where the data originated? (Hint: It’s part of the record)
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DRM Scripting Lab is now complete.

Please let your instructor know that you are finished.
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addendum 1
hp StorageWorks secure path 3.1 for Windows
lab

Objective

Rev. 2.31

Y our customer, Widget Inc., is continuously upgrading their network
infrastructure to ensure that they are providing the highest levels of fault tolerance
available to them. As their data becomes increasingly critical, they would like to
implement higher levels of fault tolerance. Knowing that hardware failures can
mean costly downtime, they want to implement multipathing software.

After completing this lab, you should be able to understand the installation and
operation of HP StorageWorks Secure Path software.

A1-1



Disaster Tolerance and Data Availability

Prerequisites

s One HSG80-based storage subsystem

m  Two HSGB8O0 controllers configured for multibus failover mode

m At least four disk drives installed in the drive cabinet

m  Atleast two LUNs (D1 and D2) created in advance.

m  One host running Windows 2000 Advanced Server (SP2 or later) with two
64-bit 33MHz HP (Emulex) Fibre Channel host bus adapters (HBAs)—Do
not connect the HBAs to the switch (or hub) until you are instructed to do so.

Firmware version for the HBA: SF3.81 al
Device driver: 5.4.41a7 or 5.4.52a8

m  ACS version 8.6-1P or greater

s One client station running Windows 2000 (can use server)

m  Six fiber cables

m  Two Fibre Channel switches (8- or 16-port models)

A1-2

Your instructor will provide you with the following:

Location of Secure Path software. Write this location in the space provided
below:

Client and server can communicate via TCP/IP on the classroom LAN.
Record the IP addresses of your client and server in the space provided
below:
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Checklist

As you complete each lab exercise, have your instructor verify that you have
performed it successfully. Then check off the following list:

0  Able to successfully install Secure Path as demonstrated by the
successful failover of a degraded path.

0  Able to manage a Secure Path profile by configuring the client list,
assigning access rights, and running the Secure Path Manager interface.

Hardware Configuration and Physical Connections

Configure your lab station as shown in the diagram below.

Mulitbus Failover

T " |_- HIR 4|

KGPSA-CA (Emulex

LP8000) FC-HBA = ‘
FC-HBA#2 E:Ti— lﬂ@ FC-HBA#1

Cabling Secure Path for DRM
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Verity the following:

Note

Do not attach the fiber cables to from the host to the switch until you are
instructed to do so.

n The ACS version of the controller is 8.6-1P.
m  An 8- or 16-port SAN switch

= A maintenance (serial) cable connects your client station (or server) to the top
HSGB80 array controller. You can communicate to the subsystem using
command line interface (CLI) or StorageWorks Command Console (SWCC).

m A HBA device and class drivers are loaded and are functioning properly.

m  SAN switch software, ACS8.6 for multibus failover installed on the server
system.

Important
HSZdisk will not start on the server until Secure Path is installed.

-

Note

To successfully complete this lab exercise, ensure that you have at least two
LUNSs configured in your subsystem.

m  Using the CLI (or SWCC) interface ensure that your controllers are in
multibus failover mode and working properly.

m  After connecting the first HBA to the host verify that:

e  You do not have any partitioned LUNs created behind your controllers.
(Secure Path does not support partitioning of LUNS.)

e  None of your Windows 2000 volume sets use software RAID or
extended volumes (for example, you cannot span more than one
physical disk).

e  The server has the TCP/IP protocol installed (the client and agent
communicate through sockets).
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Setting Your HSG80-based Storage System

! Important
If your controllers are already in multibus failover mode, skip the first step.

Initiate a CLI session from your server system to your HSG80.

a. Type SET NOFAILOVER

Take the controllers out of transparent failover mode. The other
controller will shut down. Restart it by depressing its OCP Reset
button, and wait a couple minutes for it to come back up.

b. SET MULTIBUS COPY = THIS

Set the controllers in multiple-bus failover mode.

Note
If this step is executed, both controllers will restart.

c. SHO THIS

Verify that this controller is in multiple-bus failover mode.
Verify that the Port-1-Topology and Port-2-Topology are set to fabric.
If not type:
SET THIS PORT 1 TOPOLOGY=FABRIC
SET THIS PORT 2 TOPOLOGY=FABRIC
Then type:
SHO OTHER
Verify that the other controller is in multiple-bus failover mode.
Verity that the port-1-topology and port-2-topology are set to fabric.

If not type:
SET OTH PORT 1 TOPOLOGY=FABRIC
SET OTH PORT 2 TOPOLOGY=FABRIC
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Assigning Units to Controllers

A1-6

You should assign storage units to one of the two controllers to specify which
controller will be used to access the unit during server boot time. That is, you
determine which controller will be doing the work for which of the units. In effect,
this procedure specifies the path (controller, switch, and host adapter) on which the
[/Os will travel.

You have the option of moving units around the two paths from within the Secure
Path Manager GUI. For now, take the recommended action of splitting storage
containers evenly between the two paths.
Type:

SHOW UNITS

SET D1 PREF = THIS

SET D2 PREF OTHER

Note

When a unit is created, it is initially set to NO PREFERRED_ PATH. In this
case, you are letting the operating system dictate which path to choose.
Because unpredictable load balancing would occur, you would never select
this option.
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Installing the Secure Path Driver and Agent

Secure Path for Windows 2000 consists of a kernel mode filter driver
(RaiDisk.sys) that is responsible for directing I/O to the desired path, and for
changing paths whenever the driver detects a failure in a redundant path.

Secure Path is managed by a client/server application that requires that TCP/IP be
installed both on the Windows 2000 server and on the management station on
which the Secure Path Manager GUI is installed. The GUI can be installed on the
same server as the agent, or it can be run remotely through TCP/IP.

1.  Locate the Secure Path installation files as directed by your instructor.
Double-click setup.exe.

Secure Path Installation ) x|

Welcome to the InstallShield Wizard for
SecurePath

The InztallS hield® wizard will install SecureFath on wour
computer. To continue, click Mest.

¢ Back | Mest » I Cancel

5. The Secure Path splash screen displays. Click Next.

License Agreement
Flease read the following license agreement carefully.

Fress the PAGE DOWHM key to see the rest of the agreement.

LICENSE TERMS :I

1. GRANT

Upon purchase of a license faor this Software Program Yersion [the "'Software"]. Compag
Computer Corporation ["COMPAG"] grants you the right to use the Software on the

Guantity of computers specified on vour hard copy License Agreement which serves as

wour Proof of License.

T'ou may copy the Software into the local memary or storage device of the specified

Quantity of computers. You may copy the Software onto a network server or secure L‘

Do you accept all the terms of the preceding License Agreement? [f pou choosze Mo, the
setup will close. Ta install SecurePath, vou must accept this agreement.

IrstallShield

< Back Yes Mo |

6. The Secure Path license agreement displays. Click Yes to agree to the terms
and proceed with the installation.

Rev. 2.31 A1-7



Disaster Tolerance and Data Availability

Secure Path Installation 1

Information
Pleaze read the fallowing text,

SaMworks Secure Path for Windows “erzion 3.1a j
Supplemental Maotes April 2007

Thank pou for your interest in SAMworks Secure Path for Windows.

Theze notez complement the additional documentation
found on the releaze media in folder "Docs'’.

Alwayz check our web Site for last minute updates.

hitbp: 4 e compag. com, sanwarks _ILI
i :

[retallshield

< Back | Mest » I Cancel |

7.  The next dialog box displays Secure Path release information. Scroll down
the list to examine this text. When you have finished, click Next.

Secure Path Installation J

Choose Destination Location

Select folder where Setup will install files.

Setup will inztall SecureFath in the following folder.

T o inztall to this folder, click Mest. Toinzstall to a different folder, click Browse and select

another folder.
Destination Faolder
|V :%Program FileshCompag'S ecureFath Browse... |
| metallStield

< Back | M ewt > I Cancel |

8.  The next screen prompts you for the Secure Path installation directory.
Accept the default and click Next.
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Secure Path Installation i

Choose Component to install

Server must be connected to a storage; Chent can be installed on any computer with TCRAR:

SecuraPath Clisnt — Description
SecurePath Client and Server

SecurePath Server

[retallshield

< Back | Mest » I Cancel

9. You have the choice of loading the server (installing Secure Path drivers and

agent), the client (the GUI), or both. For this lab, install both the client and
the server. Select Secure Path Client and Server, then click Next to continue.
secure Path Installation

Select Program Folder

Flease select a program folder.

x|

Setup will add program icons to the Program Folder listed below. “ouw may tepe a new folder
name, or select one from the existing folders list. Click Nest to continue.

Compaq System Tools
Startup
UltraSnap

IrztallShield

< Back | Mext > I Cancel I

10. Accept the default installation folder and click Next to continue.
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A1-10

11.

12.

Secure Path Installation e
Start Copying Files

Review zettings before copying files.

Setup hasz enough information ko gtart copying the program files. F you want o review or

change any settings, click Back. If vou are satisfied with the settings, click Nest to begin
copying files.

Current Settings:
SELECTIOM SUMMARY

Inztallation Location:
- C:\Program FilezhCompaghs ecureP ath

Components to be installed:
- SecurePath Client and Server

Start Up Location:
- SecurePath

L o

|mstallShisld

< Back I Mest > I Cancel |

The next screen informs you that the setup routine is ready to begin copying
the Secure Path files to your system. It also provides an opportunity to verify

the installation parameters that you have already entered. Verify that the
settings are correct.

Click Back if you need to make modifications, or click Next if the current
settings are correct.

! Important

Select No if prompted to overwrite your current HszDisk or HBA drivers with
older versions.
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InstallShield Wizard

Setup Status

SAMworkz Secure Path Server Setup iz perfforming the requested operations.

Inztalling:
CAWAMM T S pstem324diversh R dFil sys

10025
Question X

[retallEhield —

Cancel |

13. Click Yes to the question, “Do you have a DRM configuration?”

Secure Path Setup

Secure Path Setup has almost completed the ingtallation,
Setup can launch the Product Beadme file.

[T iew Readme File

Click Finizh to complete setup.

« Back Finizh Catel

14. Click Finish.
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;.f"ﬁecute Path Agent Configuration Utility

Set or change the Agent access
Password password.

Add ar madify the list of autharized

Clients clients.

Cancel | Infa |

15. The Secure Path Agent Configuration Utility is similar to the utility used to
configure the SWCC HS Agent.

a.  Click Password. Enter and confirm /2345 as your password. You will
be asked for this password when you launch the Secure Path Manager
later in this lab.

b.  Click Clients to configure the list of clients that will be able to manage
this instance of Secure Path.

The Clients dialog box displays.

Client Access Configuration

Selected Client
Intmaster
Ldd [Efiert
Delete Client
Ok I Lancel Info

c. Click OK. You will return to the dialog box with the Password and
Clients buttons. Click Exit to continue.

16. Click Finish.
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Secure Path Installation ]

InztallShield Wizard Complete

Secure Path Setup has succeszfully completed.

&% Yes, | want to restart my computer now,
£ Mo, | will restart my computer |ater,

Click Finizh to complete zetup.

« Back | Finizh I Catel

17. You will be prompted to restart your computer. Select Yes, [ want to restart
my computer now and click Finish.

18. After your system restarts, ensure that the Compaq HS service has started
properly. Select My Computer — Manage — Services and Applications —
Services.
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Connecting the HBAs

Connecting the First HBA

1. Shut down your Windows Server. Connect the HBA to the Fibre Channel
Switch as the diagram below shows:

; HBA NIC
MASO00O )
INTEL
From the SERVER .lﬂ
samrar /
COhdA

T e PR T e Lo

Fibre Channel
Switches

! Important
Do not connect the second HBA to the switch at this time.

19. Power on the server.

20. Run Disk Management and write signatures to the new drives. Assign fixed
drive letters to the two new drives (Y: and Z:).

21. Ensure that each unit configured by the controllers is visible to the host.

22. Format the disks using Quick Format. Assign the letters Y: to one and Z: to
the other.
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Connecting the Second HBA

1.  Shut down your Windows Server. Connect the second HBA to the Fibre
Channel switch as shown in the following diagram:

; HBA NIC
MAS000
INTEL )
From the SERVER -'J
il /
New HBA
Connection

Fibre Channel
Switches

2.  Power on the server.
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e, Digk Administrator

Partition  Fault Tolerance  Toolz iew Option: Help

=l sk O :
2277737
NTFS
4030 B 4030 1B
= Disk 1 Y
Yoy
NTFS

12272 MB 12272 MB

= Disk 2 C:
EISA Utilities | NTFS
4035 MB 39 ME 4055 MB

CD-ROM O D:

_| . Primary partition

| | | [

3.  Select My Computer — Manage — Disk Management. Ensure that each unit
configured by the controllers has only one disk number listed. If the
installation was unsuccessful, you would see two instances of each unit, as
shown above.
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Using Secure Path Manager

Logging On to the Secure Path Server

1. Open Start - Programs — SecurePath — SPM. The Secure Path Login
window displays.

Secure Path Login

Please enter Host Modes, Cluster, Password and Profile name information:

 Modes:

Enter Hozthame and Cluztername [if any] Profile[z]
separated by ' [Hyphen] JFTDC -

Host-Cluster names

3 [eenor] [ ]

Password

LI ¥ Save Pazsword
Exit Help | Login I

Because this is the first time the Secure Path Manager is being run, you must
type in the name of the Secure Path server, name the profile for this server,
and specify a password to allow access to the Secure Path server. (12345)

2.  Enter the following values.

Field Value
Host-Cluster names Your server name
Profile(s) Profile1
Password 12345

! Important

The password and client list for the Secure Path agent can be modified
by selecting Start — Programs — SecurePath — SecurePathCfg.

3.  Click Save Profile.
4.  Click Login to log in to the GUIL
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Secure Path Manager displays both paths to your storage subsystem. The top

path is Controller A and the bottom path is Controller B.

Information regarding each disk device displays in the content pane on the

right hand side of the screen.

-\_ StorageWorks Secure Path Manager

File  Properties Wiew Help

ELE

ntmaster

Storage System O (ID: S0001fe100073340)

E| Controllerd, [5.M. 2G93002510)

=R

@ Whntmasterts:

-[E==1 ControllerB [S.M. ZG94716108)

Host | Cortoler | HBA | BTL Wode

ritmnaster ZE33003310 g 1-2-1 Preferred
nitmasker ZG94716108 E 4-3041 Altemate
ritmnaster Z333003310 7 1-2-1 Alternate
nitmaster ZG94716108 7 4-3041 Altemate

<]

[ [MUM[SCRL

I3

5. Using your mouse, click-and-hold on disk Z and drag it to the other

controller.

\ StorageWorks Secure Path Manager

File Properties iew Help

ELE

ntmaster

B Storage Spstem 0 (ID: 50001 fe100073540)
E| Contrallent, [5.N. ZG93003910)

@ hnkmasterty

[} CortrollerB 5.4, ZE94716108]

Host | Comtoler | HEA | BTL Mode

ntmaster 2693003910 g 1-24 Altemate

ntmaster Z334716108 3 4-30-4 Prefened

ntmaster 2693003910 7 1-24 Altemate

ntmaster Z34716108 7 4-30-4 Alternate

4] | |
MU |SCRL

Note

Dragging disk devices between the two paths is the method used to load

balance each controller path. You must change the associated

PREFERRED PATH on the HSG80 controller to make this change permanent
(for example, SET D1 PREF = OTHER). Otherwise, the next time the
Windows server is restarted, the original PREFERRED PATH unit setting
will take precedence and place your disk back in its original path.
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6. Select My Computer — Manage — Disk Management. Delete the partitions
for both disks.

7.  Using the serial connection and CLI, delete the LUNs and mirrorsets from
your storage system.

This completes this lab exercise.

Please continue with Lab 4 — DRM Installation.
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