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Preface

You are probably wondering whether to refer to this book to understand more about TCP/IP or to
read some other good books describing similar topics and containing the word TCP/IP in their
titles. Let us explain to you what moved us to write another publication about the TCP/IP
protocols on which the Internet is based.

Publications about the Internet are usually of two types:

e Publications involved with concrete operating systems (Microsoft Windows,
UNIX, CISCO, etc.). The goal of such publications is to train readers in a
particular TCP/IP implementation, while describing the main TCP/IP principles is
only their secondary goal.

e  Publications written for the academic environment. Even if their main goal is to
describe the basic TCP/IP principles, they could be too tedious for many readers.

So we faced the task of creating a basic TCP/IP guide, independent from any concrete
environment (for example, Microsoft Windows, UNIX, CISCO, etc.), emphasizing presentation of
the text in a clear and apt form to readers so that they understand the main coherences. To explain
the basic principles and coherences in the best way, we have used a lot of illustrations. These
illustrations were not created by chance. We drew and constantly refined them according to the
requirements from our countless TCP/IP courses. First we chalked them on a blackboard, next we
drew them on a white blackboard, and finally we drew them in Microsoft Visio. It has been twenty
years since we started teaching TCP/IP.

If you say to yourself that you will not pay for this book and will study TCP/IP directly from the
Internet RFC standards, you have unknowingly found the next goal of this publication. Exploring
the huge number of RFC standards takes a lot of time, and moreover their study is very difficult
for a beginner. (The idea of someone reading international standards as a novel in his or her bed
before sleep is funny.) So another goal of this publication is to equip readers with such knowledge
that they would be able to study RFC by themselves after reading this book.

We, the authors, wish you good luck and hope that you get a lot of useful information by
reading this publication.

What This Book Covers

Chapter 1 contains a general introduction to computer networks. The ISO OSI model is mentioned
and compared with the TCP/IP protocol family.

Chapter 2 acquaints the reader with the basics of network sniffing. Network sniffing is
demonstrated with the help of two tools: MS Network Monitor and Ethereal. We use network
sniffing as our basic means to clarify principles of particular protocols.
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Chapter 3 deals with the physical layer. Concretely, it deals with serial lines, modems, ISDN,
and LAN.

Chapter 4 deals with a link layer. It describes the SLIP, CSLIP, PPP, FrameRelay, Ethernet, WiFi
(IEEE 802.11), and FWA protocols.

Chapter 5 describes the Internet Protocol (IP) including ICMP, IGMP, ARP, and RARP protocols.

Chapter 6 clarifies the meaning of an IP address and a network mask. It also emphasizes the
historical process by which the meaning of the term IP network has developed.

Chapter 7 describes the term 'routing', which is, without any doubt, the most complicated area
of IP networks. This chapter explains the principles on which particular types of routing
protocols are based. However, a detailed description of individual routing protocols is beyond
the scope of this publication.

Chapter 8 deals with the new IP generation—the Internet Protocol version 6.
Chapter 9 turns to the TCP protocol.
Chapter 10 describes the little brother of the TCP protocol—the UDP protocol.

Chapter 11 discusses the Domain Name System (DNS), which translates names into IP addresses
and vice versa.

Chapter 12 describes the Telnet protocol. It is rarely used today, but because it is often a base of
application protocols, we will use it to explain the principles of these application protocols
(excluding the LDAP protocol).

Chapter 13 addresses the File Transfer protocol (FTP).
Chapter 14 describes probably the most popular protocol, HTTP.

Chapter 15 deals with electronic mail. It describes the following protocols: SMTP, ESMTP,
POP3, IMAP4, and MIME; and even mailing lists are mentioned here.

Chapter 16 describes discussions forums (the NNTP protocol).
Chapter 17 deals with the Lightweight Directory Access Protocol (LDAP).

Appendix A contains the basic principles of working with CISCO routers for beginners.

What You Need for This Book

This publication is created to help beginners who are already familiar with computers to
discover the secrets of TCP/IP. It will be useful for students, advanced users, computer and
network administrators, computer managers, and security managers. Professionals who want to
discover secrets of Internet technology can also appreciate it. It will be also useful as a textbook
of TCP/IP lectures.
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This publication contains a lot of examples. Please do not blame us if we take the side of some
particular operating system; we have put here examples from both Windows and UNIX, and
sometimes even CISCO. We have added a supplement containing the basics of the CISCO
system because a basic knowledge of the operating system of CISCO routers is essential not
only for network administrators, but also for the general readers.

This book explains the TCP/IP concepts to users, independently of the hardware and software they
use. Readers can effectively work with TCP/IP even in a not-so-powerful personal computer.

Conventions

In this book, you will find a number of styles of text that distinguish between different kinds of
information. Here are some examples of these styles, and an explanation of their meaning.

There are three styles for code. Code words in text are shown as follows: "You can set it explicitly
for the ping and traceroute commands."

A block of code will be set as follows:

HEAD / HTTP/1.1;;
Host: www.lana.org

HTTP/1.1 200 OK

Date: Tue, 20 Dec 2005 21:17:06 GMT

Server: Apache/1.3.27 (Unix) (Red-Hat/Linux)
Last-Modified: Thu, 04 Nov 2004 19:34:30 GMT
ETag: "lacad9-153a-418a8446"

Accept-Ranges: bytes

Content-Length: 5434

Connection: close

Content-Type: text/html

nunununununnunununnNnnnN

When we wish to draw your attention to a particular part of a code block, the relevant lines or
items will be made bold:

+ FRAME: Base frame properties
+ ETHERNET: ETYPE = 0x0800 : Protocol = IP: DOD Internet Protocol
IP: ID = 0x673D; Proto = ICMP; Len: 84
IP: Version = 4 (0x4)
IP: Header Length = 44 (0x2C)
+ IP: Service Type =
IP: Total Length =
IP: Identification 26429 (0x673D)
+ IP: Flags Summary = 0 (0x0)
IP: Fragment Offset = 0 (0x0) bytes
IP: Time to Live = 32 (0x20)
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New terms and important words are introduced in a bold-type font. Words that you see on the
screen, in menus or dialog boxes for example, appear in our text like this: "clicking the Next
button moves you to the next screen".

Warnings or important notes appear in a box like this.

Reader Feedback

Feedback from our readers is always welcome. Let us know what you think about this book, what
you liked or may have disliked. Reader feedback is important for us to develop titles that you
really get the most out of.

To send us general feedback, simply drop an email to feedback@packtpub.com, making sure to
mention the book title in the subject of your message.

If there is a book that you need and would like to see us publish, please send us a note in the
SUGGEST A TITLE form on www. packtpub.com or email suggest@packtpub.com.

If there is a topic that you have expertise in and you are interested in either writing or contributing
to a book, see our author guide on www.packtpub.com/authors.

Customer Support

Now that you are the proud owner of a Packt book, we have a number of things to help you to get
the most from your purchase.

Errata

Although we have taken every care to ensure the accuracy of our contents, mistakes do happen. If
you find a mistake in one of our books—maybe a mistake in text or code—we would be grateful if
you would report this to us. By doing this you can save other readers from frustration, and help to
improve subsequent versions of this book. If you find any errata, report them by visiting
http://www.packtpub.com/support, selecting your book, clicking on the Submit Errata link, and
entering the details of your errata. Once your errata have been verified, your submission will be
accepted and the errata added to the list of existing errata. The existing errata can be viewed by
selecting your title from http://www.packtpub.com/support.

Questions

You can contact us at questions@packtpub.com if you are having a problem with some aspect of
the book, and we will do our best to address it.



Introduction to Network
Protocols

Just as diplomats use diplomatic protocols in their meetings, computers use network protocols to
communicate in computer networks. There are many network protocols in existence; TCP/IP is a
family of network protocols that are used for the Internet.

A network protocol is a standard written down on a piece of paper (or, more precisely, with a text
editor in a computer). The standards that are used for the Internet are called Requests For Comment
(RFC). RFCs are numbered from 1 onwards. There are more than 4,500 RFCs today. Many of them
have become out of date, so only a handful of the first thousand RFCs are still used today.

The International Standardization Office (ISO) has standardized a system of network protocols
called as ISO OSI. Another organization that issues communication standards is the
International Telecommunication Union (ITU) located in Geneva. The ITU was formerly
known as the CCITT and, being founded in 1865, is one of the oldest worldwide organizations
(for comparison, the Red Cross was founded in 1863). Some standards are also issued by the
Institute of Electrical and Electronics Engineers (IEEE). RFC, standards released by RIPE
(Réseaux IP Européens), and PKCS (Public Key Cryptography Standard) are freely available
on the Internet and are easy to get hold of. Other organizations (ISO, ITU, and so on) do not
provide their standards free of charge—you have to pay for them. If that presents a problem, then
you have to spend some time doing some library research.

First of all, let's have a look at why network communication is divided into several protocols. The
answer is simple although this is a very complex problem that reaches across many different
professions. Most books concerning network protocols explain the problem using a metaphor of
two foreigners (or philosophers, doctors, and so on) trying to communicate with each other. Each
of the two can only communicate in his or her respective language. In order for them to be able to
communicate with each other, they need a translator as shown in the following figure:
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Foreigners

IR > ldeas  |[€¢----- > Ideas
{ Translators @ | Translators l4-----
2.;).\ < > Translators [« » Translators

PT;’S'eia' Physical | Physical
|y| medium | " medium

Figure 1.1: Three-layer communication architecture

The two foreigners exchange ideas, i.e., they communicate. But they only do so virtually. In
reality, they are both handing over information to their interpreters, who then transmit this
information by sending vibrations through the surrounding air with their vocal cords. Or if the
parties are far away from each other, the interpreters communicate over the phone; thus the
information is physically transmitted over phone lines. We can therefore talk about virtual
communication in the horizontal direction (philosophical communication, the shared language
between interpreters, and electronic signals transmitted via phone lines) and real communication
in the vertical direction (foreigner-to-interpreter and interpreter-to-phone). We can thus distinguish
three levels of communication:

1. Between two foreigners
2. Between interpreters
3. Physical transmission of information using media (phone lines, sound waves, etc.)

Communication between the two foreigners and between the two interpreters is only virtual. In
fact, the only real communication happens between the foreigner and his or her interpreter.

Even more layers are used in computer networks. The number of layers depends on which system
of network protocols you choose to use. The system of network protocols is sometimes referred to
as the network model. Y ou most commonly work with a system that uses the Internet, which is
also referred to as the TCP/IP family. In addition to TCP/IP, we will also come across the ISO OSI
model that was standardized by the ISO.
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Figure 1.2: Comparison of TCP/IP and ISO OSI network models

The TCP/IP family uses four layers while ISO OSI uses seven layers as shown in the figure above.
The TCP/IP and ISO OSI systems differ from each other significantly, although they are very

similar on the network and transport layers.

Except for some exceptions like SLIP or PPP, the TCP/IP family does not deal with the link and
physical layers. Therefore, even on the Internet, we use the link and physical protocols of the ISO

OSI model.
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1.1 1SO OSI

Communication between two computers is shown in the following figure:

Application Application
program program
A A
y y
Application —»—— Application layer ——«— Application
Presentation —»——  Presentation layer = ——<— Presentation
Session [—P»—— Session layer —<4— Session
Transport —»—— Transport layer ——<«— Transport
Network —»—— Network layer —<— Network
Data Link —»—— Data Link layer —<¢— Data link
Physical Physical
‘ i Physical layer i .
[° I—IT 10]
I

Figure 1.3: Seven-layer architecture of ISO OSI

1.1.1 Physical Layer

The physical layer is responsible for activating the physical circuit between the Data Terminal
Equipment (DTE) and Data Circuit-terminating Equipment (DCE), communicating through
it, and then deactivating it. Additionally, the physical layer is also responsible for the
communication between DCEs (see Figure 1.3a). A computer or router can represent the DTE.
The DCE, on the other hand, is usually represented by a modem or a multiplexer.
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Transport Transport
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DCE DCE

e.g., phone line

Figure 1.3a: DTE and DCE

To put it differently, the physical layer describes the electric or optical signals used for
communicating between two computers. Physical circuits are created on the physical layer. Other
appliances such as modems modulating a signal for a phone line are often put in the physical
circuits created between two computers.

Physical layer protocols specify the following:

Electrical signals (for example, +1V)

Connector shapes (for example, V.35)

Media type (twisted pair, coaxial cable, optical fiber, etc.)

Modulation (for example, FM, PM, etc.)

Coding (for example, RZ, NRZ, etc.)

Synchronization (synchronous and asynchronous communication, time source, and so on)

1.1.2 Data Link Layer

As for serial links, the link layer provides data exchange between neighboring computers as well
as data exchange between computers within a local network.

For the link layer, the basic unit of data transfer is the data link packet frame (see Figure 1.4). A
data frame is composed of a header, payload, and trailer.
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Header Payload Trailer

Figure 1.4: Data link packet or frame

A frame carries the destination link address, source link address, and other control information
in the header. The trailer usually contains the checksum of the transported data. By using the
checksum, we can find out whether the payload has been damaged during transfer. The
network-layer packet is usually included in the payload.

In Figure 1.3a, the link layer does not engage in a conversation between DTE and DCE (the link
layer does not see the DCE). It is engaged, however, in the frame exchange between DTEs. (It
relies on the physical layer to handle the DCE issue.)

The following figure illustrates that different protocols can be used for each end of the connection
on the physical layer. In our case, one of the ends uses the X.21 protocol while the other end uses
the V.35 protocol. This rule is valid not only for serial links, but also for local networks. In local
networks, you are more likely to encounter more complicated setups in which a switch that
converts the link frames of one link protocol into link frames of a second one (for example,
Ethernet into FDDI) is inserted between the two ends of the connection. This obviously results in
different protocols being used on the physical layer.

Application Application
Presentation Presentation
Session Session
Transport Modem Modem Transport
Network Network
Link Link
: Physical Physical Physical Physical :
R S I R [
X.21 protocol V.35 protocol

Figure 1.5: Link layer communication

A serial port or an Ethernet card can serve as a link interface. A link interface has a link address
that is unique within a particular Local Area Network (LAN).

10
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1.1.3 Network Layer

The network layer ensures the data transfer between two remote computers within a particular
Wide Area Network (WAN). The basic unit of transfer is a datagram that is wrapped
(encapsulated) in a frame. The datagram is also composed of a header and data field. Trailers are
not very common in network protocols.

Network

header Data

Data link

Trailer
header Data

Figure 1.6: Network packet and its insertion in the link frame

As shown in the figure above, the datagram header, together with data (network-layer payload),
creates the payload or data field of the frame.

There is usually at least one router on WANS between two computers. The connection between
two neighboring routers on the link layer is always direct. The router unpacks the datagram from a
frame, only to wrap it again into a different frame (or, more generally, in a frame of different link
protocol) before sending it to a different line. The network layer does not see the appliances on the
physical and link layers (modems, repeaters, switches, etc.).

The network layer does not care about what kind of link protocols are used on route between the
source and the destination.

Application Application
Presentation Router Router Presentation
Session Session
Transport Transport
Modem Modem Repeater Repeater
Network Network Network Network
Link | Data link Data link Link
Physical | Physical | Physical | Physical | . Physical i Physical i Physical |! Physical

Data link N Data link . Data link N
h Protocol I. " Protocol II. h Protocol IIl.
One network protocol

Figure 1.7: Network layer communication
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A serial port or an Ethernet card can be used as a network interface. A network interface has a one
or more unique address within a particular WAN.

1.1.4 Transport Layer

A network layer facilitates the connection between two remote computers. As far as the transport
layer is concerned, it acts as if there were no modems, repeaters, bridges, or routers along the way.
The transport layer relies completely on the services of lower layers. It also expects that the
connection between two computers has been established, and it can therefore fully dedicate its
efforts to the cooperation between two distant computers. Generally, the transport layer is
responsible for communication between two applications running on different computers.

There can be several transport connections between two computers at any given time (for example,
one for a virtual terminal and another for email). On the network layer, the transport packets are
directed based on the address of the computer (or its network interface). On the transport layer,
individual applications are addressed. Applications use unique addresses within one computer, so the
transport address is usually composed of both the network and transport addresses.

Application Application
Presentation Presentation
Transport protocol
Session Session
Transport |« ’—‘ ’—‘ Transport
Network Network Network Network

Link m

’——‘ Link

Physical Physical

Figure 1.8: Transport layer connection

In this case, the basic transmission unit is the segment that is composed of a header and payload.
The transport packet is transmitted within the payload of the network packet.

Transport
header Pata
A 4
Network
header Data
A A
Data link Data Trailer
header

Figure 1.9: Inserting transport packets into network packets that are then inserted into link frames
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1.1.5 Session Layer

The session layer facilitates exchange of data between two applications. In other words, it serves
as a checkpoint and is involved in synchronizing transactions, correctly closing files, and so on.
Sharing a network disk is a good example of a session. The disk can be shared for a certain period
of time, but the disk is not used for the entire time. When we need to work with a file on the
network disk, a connection is established on the transport layer from the time when the file is
opened to when it is closed. The session, however, exists on the session layer for the entire time
the disk is being shared.

The basic unit is a session layer PDU (Protocol Data Unit), which is inserted in a segment. Other
books often illustrate this with a figure of a session-layer PDU, composed of the session header
and payload, being inserted in the segment. Starting with the session layer, however, this does not
necessarily have to be the case. The session layer information can be transmitted inside the
payload. This situation is even more noticeable if, for example, the presentation layer encrypts the
data, and thus changes the whole content of the session-layer PDU.

1.1.6 Presentation Layer

The presentation layer is responsible for representing and securing data. The representation can
differ on different computers. For example, it deals with the problem of whether the highest bit is
in the byte on the right or on the left. By securing, we mean encrypting, ensuring data integrity,
digital signing, and so forth.

1.1.7 Application Layer

The application layer defines the format in which the data should be received from or handed over
to the applications. For example, the OSI Virtual Terminal protocol describes how data should be
formatted as well as the dialogue used between the two ends of the connection.

Application | X.400, FTAM, CMIP

Presentation | X.226, X.216, ASN.1

Session X.225, X.215

Transport TP 0-4, TP noncontinuous

Network X.25, X.75, ISDN

Data Link HDLC, LAPB, ISDN

Physical V.24, V.35, X.21, ISDN

Figure 1.10: Examples of network protocols from the ISO OSI protocols family
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1.2 TCP/IP

With a few exceptions, the TCP/IP family does not deal with the physical or link layers. In
practice, Internet protocols often use protocols that adhere to the ISO OSI standards for the
physical and link layers.

What is the correlation between the ISO OSI protocols and TCP/IP? Each group of protocols has
its definition of its own layers as well as the protocols used on these layers. Generally speaking,
ISO OSI protocols and TCP/IP are incompatible. In practice, ISO OSI-compliant communication
appliances need to be used for transferring IP datagrams, or on the other hand, services based on
ISO OSI need to be provided via the Internet.

1.2.1 Internet Protocol

Internet Protocol (IP) basically corresponds to the network layer. IP is used for transmitting IP
datagrams between remote computers. Each IP datagram header contains the destination address,
which is the complete routing information used for delivering the IP datagram to its destination.
Therefore, the network can only transmit each datagram individually. IP datagrams of one session
can be transmitted through different paths and can thus be received by the destination in a different
order than they were sent.

Each network interface on the large Internet network has one or more IP address that is unique
worldwide. (One network interface can have several IP addresses, but one IP address cannot be
used by many network interfaces.) The Internet is composed of individual networks that are
interconnected via routers. Routers are also referred to as gateways in old literature.

1.2.2 TCP and UDP

TCP and UDP correspond to the transportation layer. TCP transports data using TCP segments
that are addressed to individual applications. UDP transports data using UDP datagrams.

TCP and UDP arrange a connection between applications that run on remote computers. TCP and
UDP can also facilitate communication between processes running on the same computer, but this
is not very interesting for our purposes.

The difference between TCP and UDP is that TCP is a connection-oriented service—the
destination confirms the data received. If some data (TCP segments) gets lost, the destination
requests a retransmission of the lost data. UDP transports data using datagrams (the delivery is not
guaranteed). In other words, the source party sends the datagram without worrying about whether
it has been received. UDP is connectionless-oriented service.

The port is used as the address. To understand the difference between an IP address and port
number, think of it as a mailing address. The IP address corresponds to the address of a house,
while the port tells you the name of the person that should receive the letter.

TCP is described in Chapter 9 and UDP in Chapter 10.
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1.2.3 Application Protocols

Application protocols correspond to several ISO OSI layers. The session, presentation, and
application ISO OSI layers are reduced to one TCP/IP application layer.

The absence of a presentation layer is made up for by introducing specialized presentation-
application protocols such as SSL and S/MINE that specialize in securing data or the Virtual
Terminal and ASN.1 protocols that are designed for presenting data. The Virtual Terminal
protocol (not to be confused with the ISO OSI protocol of the same name) specifies the network
data presentation for character-oriented network protocols (Telnet, FTP, SMTP, and, partly,
HTTP). Similarly, ASN.1 is often used for binary-oriented network transport. ASN.1 (including
BER or DER encoding) was initially used by SNMP, but today it is also used by S/MINE.

There are many different application protocols. For practical purposes, they can be divided into
two groups:

e  User protocols utilized by user applications (HTTP, SMTP, Telnet, FTP, IMAP,
PIP3, and so on).

e Service protocols, i.e., the protocols that ordinary Internet users rarely encounter.
These protocols make sure the Internet functions correctly. For example, these could
be routing protocols that are used for mutual communication by routers to correctly
set their routing tables. Another example is SNMP usage in network administration.

Application protocols

NFS
Fip | HTTP | ivap XDR
Tenet || | ssL | || ons || rec |BooTP | TFTP |
TCP UDP

IP protocol

| ICMP | IGMP | | ARP | RARP |

Data link and physical layer

Figure 1.11: Some protocols of the TCP/IP family
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1.3 Methods of Information Transmission

There are many different network protocols and several protocols can be available even on a
single layer. Especially with lower-layer protocols, we distinguish between the types of
transmission that they facilitate, whether they provide connection-oriented or connection-less
services, if the protocol uses virtual circuits, and so on. We also distinguish between synchronous,
packet, and asynchronous transmission.

1.3.1 Synchronous Transmission

Synchronous transmission is needed when it is necessary to provide a stable (guaranteed) bandwidth,
for example, in audio and video. If the source does not use the provided bandwidth it remains unused.
Synchronous transmission uses frames that are of fixed length and are transmitted at constant speeds.

1st frame 2nd frame
Slot | Slot | Slot Slot Slot | Slot | Slot Slot
' 1 2 3| n 1 2 3 | n

Figure 1.12: Frames divided into slots in synchronous transmission

In synchronous transmission, the guaranteed bandwidth is established by dividing the transmitted
frames into slots (see Figure 1.12). One or more slots in any transmitted frame are reserved for a
particular connection. Let's say that each frame has slot 1 reserved for our connection. Since the
frames follow each other steadily in a network, our application has a guaranteed bandwidth
consisting of the number of slot 1s that can be transmitted through the network in one second.

The concept becomes even clearer if we draw several frames under each other, creating a 'super-
frame' (see Figure 1.13). The slots located directly under each other belong to the same connection.

Slot | [Slot | Slot | Slot | Slot | Slot | Slof | Slot 1st frame
1 2 3 4 5 6 7 8
Slot | Slot | Slot | Slot | Slot | Slot | Sloff | Slot ond frame
1 2 3 4 5 6 7 8
nth frame

1st
connection

2nd
connection
connection

Figure 1.13: Super-frame
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Synchronous transmission is used to connect your company switchboard to the phone company

exchange. In this case, we use an E1(or T1 in United States) link containing 32 slots of 64 Kbps
each. A slot can be used for making a phone call. Therefore, in theory, 32 calls are guaranteed at
the same time (although some slots are probably used for servicing).

The Internet does not use synchronous transmission, i.e., in general, does not guarantee
bandwidth. Quality audio or video transmission on the Internet is usually achieved by over-
dimensioning the transmission lines. Recently, there has been a steady increase in requests for
audio and video transmission via the Internet, so more and more often we come across systems
that guarantee bandwidth even on the Internet with the help of Quality of Service (QoS). In order
for us to reach the expected results, however, all appliances on route from the source to the
destination must support these services. Today, we are more likely to get involved with only those
areas on the Internet that guarantee bandwidth such as within a particular Internet provider.

1.3.2 Packet Transmission

(From now onwards we will use the term packet to refer to 'packet’, 'datagram’, 'segment’,
'protocol data unit'.) Packet transmission is especially valuable for transferring data. Packets
usually carry data of variable size.

<+— Header |Data| Trailer — Header Data Trailer —

Figure 1.14: Packet data transmission

One packet always carries data of one particular application (of one connection). It is not possible
to guarantee bandwidth, because the packets are of various lengths. On the other hand, we can use
the bandwidth more effectively because if one application does not transmit data, then other
applications can use the bandwidth instead.

1.3.3 Asynchronous Transmission

Asynchronous transmission is used in the ATM protocol. This transmission type combines
features of packet transmission with features of synchronous transmission.

Cell Cell Cell Cell

+«— 1 Data —— 2 Data — 3 Data [ 4 Data —

Figure 1.15: Asynchronous data transfer

Similarly to synchronous transmission, in asynchronous transmission, the data are transmitted in
packets that are rather small, but are all of the same size; these packets are called cells. Similarly to
packet transmission, data for one application (one connection) is transmitted in one cell. All cells have
the same length; so if we guarantee that the nth cell will be available for a certain application (a
particular connection), the bandwidth will be guaranteed by this as well. Additionally, it doesn't really
matter if the application does not send the cell since a different application's cell might be sent instead.

17
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1.4 Virtual Circuit

Some network protocols create virtual circuits in networks. A virtual circuit is conducted through
the network and all packets of a particular connection go via the circuit. If the circuit gets
interrupted anywhere, then the connection is interrupted, a new circuit is established, and data
transmission continues.

Figure 1.16: Virtual circuit

In the figure above, a virtual circuit between nodes A and D is established via nodes B, F, and G.
All packets must go through this circuit.

Datagrams can be transmitted via the virtual circuit in two ways:

e  The circuit does not guarantee the datagram's delivery to its destination. (If network
congestion occurs, the circuit can even throw the datagram away.) An example is
the Frame Relay protocol.

e  The virtual circuit can establish a connection and guarantee the data delivery, i.e., the
data packets transmitted are numbered and the destination confirms their reception.
If any data gets lost, a request to resend the data is made. For example, this
mechanism is used in the X.25 protocol.

The advantage of virtual circuits is that they are first established (using signalization) and then the
data is inserted only into the established circuit. Each packet does not have to carry the globally
unique address of the destination (complete routing information) in its header. It only needs the
circuit ID.

The virtual mechanism is not used on the Internet, which was primarily aimed for use by the U.S.
Department of Defense, since the destruction of a node in the virtual circuit would result in the
transmission being interrupted—a fact that the authors of TCP/IP did not like. For this reason, IP
does not use virtual circuits. Each IP datagram carries a destination IP address (complete routing
information) and is therefore transported independently. If a node is destroyed, only the IP
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datagrams currently being transmitted through that particular node are destroyed. The remaining
datagrams are routed via different nodes.

Figure 1.17: IP does not use virtual circuits.

As the figure above shows, IP datagrams 1, 2, and 3 start from the node A to node B, but from this
point, datagrams 1 and 3 are routed through a different path than datagram 2. The destination
(node D) is then reached by each of them via a different path. Generally, IP datagrams may reach
their destination in a different order than the order in which they were sent. So our IP datagrams
could be received in the following order: 2, 1, and then 3.

In the Internet hierarchy, TCP—a higher-layer protocol that establishes a connection and
guarantees the delivery of data—is used above the connectionless IP. If some of the data packets
are lost, their retransmission is requested. If the data packets were lost due to the destruction of a
node along the way and there is another routing possible within the network, then the transmission
is automatically repeated using the other path.

Virtual circuits are divided into the following groups:

e Permanent (Permanent Virtual Circuit (PVC)), i.e., circuits permanently built by
the network administrator.

e Switched (Switched Virtual Circuit (SVC)), i.c., virtual circuits that are created
dynamically as the need arises. An SVC is created with the help of signalizing
protocols that can be used for communicating between the user and the network
itself. The network signalizes to the user various events that can be used for network
monitoring and administration. SVC communication consists of two steps: creating
the virtual circuit and using it for communication.
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PVC corresponds to leased lines and SVC corresponds to the dial-up lines of a phone network.

Protocols using virtual circuits are called Connection-Oriented Network Services
(CONS) and protocols transporting their packets without using virtual circuits are called
Connection-Less Network Services (CLNS).
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Network monitoring tools can be used to monitor data transfers on your network. Monitoring is a
process of capturing link frames in the network and storing these frames in memory. Monitoring
also includes viewing the contents of the individual captured frames.

Network monitoring tools are mostly used by network administrators to look for network
configuration errors or monitor network workload. These tools are also an indispensable resource
for programmers who develop network applications. To give you an example, let's say you have
written a client/server application. You start the application and nothing happens—the client does
not even connect to the server. At this point, you cannot be sure whether the problem lies with the
client or the server. By capturing frames, however, you can establish that the client sent a data
frame, but the server did not react and the fault is therefore likely on the server's side. Or you
might notice that the data sent by the client is different from what you expected.

We will mainly use the two programs, Network Monitor and Ethereal, to demonstrate different
network protocols. Both programs have a similar graphical user interface. A wide selection of
similar programs is available in the market. The UNIX operating system offers the tcpdump
command. As opposed to the programs mentioned above, tcpdump does not have a graphical user
interface and is designed to be used mainly for scripts.

In addition to these tools, network monitoring hardware is also available. What are the advantages
of hardware network monitors? These tools are particularly important for technical staff. Software
monitors only display frames that are undamaged. It may be that a station has a damaged network
interface card, which produces faulty frames. Software monitors have a difficult time recognizing
these damaged stations. Moreover, Fiber Distributed Data Interface (FDDI) service frames are not
displayed by software monitors.

The bigger problems with using network monitoring tools are in the area of security. The
argument used against them is that they can be easily used to capture the password of network
users that work with Telnet, FTP, and web browsers (in the case of the HTTP protocol).

The authors of this book, on the contrary, consider it useful to demonstrate password capturing.
Even more than initial security problems, these demonstrations serve to convince companies to
change their authorization method from the dangerous username/password system.
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2.1 Packet Drivers

In order to keep track of incoming and outgoing packets, we have to insert a component between
the network interface and the rest of the operating system. This component is able to track the
passing packets or perhaps hand them over to other programs to be protocolled or displayed. This
component is often called a packet driver or packet filter. In MS Windows NT (Windows 2000,
XP etc.), the packet driver is called the Network Monitor Agent. The program that protocols or
displays the packets captured by the packet driver, is the Network Monitor for Windows or the
tcpdump command for UNIX.

The network interface cards of systems connected to the LAN listen to the traffic on the LAN, i.e.,
they read individual passing link frames. Link frames of protocols for local networks usually start
with the destination link address, so if the station finds that the incoming frame is not addressed to
itself, then it usually ignores the rest of the frame. In practice this means that the packet driver can
only accept frames that are addressed to the station where the packet driver is running (and also
the frames that this station sends onto the network). If this is not enough and you want to track all
the traffic in your LAN segment, then you have to switch the network interface card into
promiscuous mode. In promiscuous mode, the network card reads all the frames and we can track
all the traffic in your LAN segment. You can switch the network interface card into promiscuous
mode using the Network Monitor program, which is a part of the SMS Server.

If the network interface card is not in promiscuous mode, you can see the frames sent out by your
station and the ones that are addressed to it. These not only include frames that have one of your
station's addresses, but also all broadcasts. You will also see all multicasts that your station
accepts. This is a somewhat complex problem that is discussed in detail in Section 5.7. Another
problem is keeping track of traffic on a switched Ethernet. If you want to track communication in
LAN segments other than the one your PC connects to, you must keep in mind that the frames are
usually not repeated in the segment where your PC is located. This can be solved by using a
switch diagnostic output or by poisoning the ARP cache.

These days, ordinary repeaters are not used very frequently; almost everything is done with
switches. So if you want to keep track of traffic on a station or a server, you need to get hold of an
old repeater with at least three interfaces. One interface will be connected to a switch distribution,
i.e., the repeater will be plugged into the interface into which the station was originally plugged,
the second interface will be connected to the station we want to watch, and the third interface will
be connected to a notebook with the relevant packet driver.

If you want to use Network Monitor, you must add the Network Monitor Agent to your
network configuration.

In UNIX-type operating systems, the packet driver is usually added to the operating system kernel.
For example, you add PACKETFILTER options into the configuration file of a kernel for UNIX
True64. Then you create a new kernel. By using the pfconfig command, you can switch
individual interfaces into promiscuous mode. You can use the pfstat command to examine the
configuration of a particular interface.

The WinPcap packet driver is another interesting component (see http://netgroup-
serv.polito.it/). It is a packet driver that is compatible with Windows 95 and higher, and it
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also acts as a UNIX packet driver. Ethereal is one of the several programs that uses this packet
driver and thereby works on both Windows and UNIX.

2.2 MS Network Monitor

MS Network Monitor is supplied with certain Microsoft products (such as SMS Server). Installing
the program on Windows NT must be done very carefully and exactly according to the
instructions in the guide. In the middle of the installation process, you will usually be asked to
install Network Monitor Agent. If you do not follow the instructions exactly, the program will not
function and will need to be reinstalled.

Starting with Windows 2000 and later, Network Monitor is supplied as a part of the server
(Network Monitor Tools). On the other hand, Windows 2000 and XP restricts the use of the
program. Therefore, we more often find Ethereal used in PCs.

The Network Monitor handles frame display well. Not only can it separate the header from the
actual data, but it can also dissect individual items in the network protocol headers.

2.2.1 Frame Capturing

When you start Network Monitor, the window shown in Figure 2.1 pops up. Inside this window
should be the Capture window. If this inner window does not open, then the Network Monitor or
the Network Monitor Agent is not installed properly and needs to be reinstalled.

jj‘ File Capture Tools Options  Window  Help =211
10| BEEEQ ¥ olu] +f (2]
% Network Utiization: Time Elapzed: DDEDD:DD.DDD -]
I —Metwork Statistic:
0 0 1DD # Frames: 0
Frames Per Second: # Broadcasts: 0
[ 1 # Multicasts: 0
u u 100 # Byptes: 0
Bytes Per Second: # Frames Dropped: 0
[ ] .
0 i m Metwork Status:
Metwork Address 1 | ‘I-->2| 1 <--2| Metwork Address 2| | r—Captured Statistic:
m # Frames: 0
# Frames in Buffer: 0
# Frames lost when buffer excesded: 0
# Byptes: 0
# Bytes in Buffer: 0
% Buffer Utilized: 0
= # Frames Dropped: 0
4 » hdl
Metwork Address| Frames Sent| Frames Rovd] Bytes Sent| Bytes Revd| Directed Frames Sent|Multicasts Sent| Broadcasts Sentl |
< v
|Network Monitor 45.2.3790 él

Figure 2.1: Initial MS Network Monitor screen
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First of all, you have to choose the appropriate network interface to use for frame capturing. This
is done by choosing Capture | Networks. There's also another interesting detail that we have to pay
attention to. After looking at the following figure, in the left window we will choose the interface
we want to sniff:

Select a network I
= Local Computer Properties I QE. I
Dial-up Connection or YPH Supports delayed capture
Supports real time capture Cancel |
Supports network, statiztics
Local &rea Connection Help |
A0 PCMET Family PCI Ethernet Adapter =

Mac address iz 000C238E CESF
Current address is 000C295E CEIF
Link speed iz 10Mbps
ETHERMET

hax frame size is 1500

Supports promiscuous mode

Figure 2.2: Selecting the network interface used for frame capturing

The issue here is the Windows 2000 architecture. It has an NDIS layer located above the network
interface cards that ensures a standard communication between the operating system and network
interface cards, although this only applies to LAN cards.

An NDISWAN driver (Ndiswan. sys) inserted between the serial lines ports, changes the
communication format of the serial port into a format that adheres to the Ethernet protocol (in
other words, into a form commonly processed by the NDIS layer). This has two practical results:

1. If you want to capture frames on a serial line, then you have to choose an interface
with Dial-up Connection that is set to TRUE.
2. After you have captured the frames on the serial line, they have (for example, when

establishing a connection through the PPP protocol) special link addresses inside the
Ethernet frame:

o For the frame being sent, both the sender and receiver fields contain the
SEND string.
o For the frame being received, both fields will contain RECV.

It is important to not confuse this with the 'PPP over Ethernet' protocol that is supported
by Microsoft Windows XP.

Now, we can start capturing frames by clicking Start capture (see Figure 2.3) or by choosing
Capture | Start or pressing F10. Once the capturing has started, the window shown in Figure
2.3 appears.
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Figure 2.3: Capturing data frames

The window for capturing data frames consists of several smaller windows. The window on the
top left contains graphs that describe:

The complete statistics window is on the top-right. The time that has elapsed from the beginning

% Network Utilization, i.e., rate of the utilization of all network resources that are
available for current capturing

Frames Per Second, i.e., the number of frames that the network transfers each second
Bytes Per Second, i.e., the number of bytes transported each second
Broadcast Per Second, i.e., the number of broadcasts per second

Multicast Per Second, i.e., the number of multicasts per second

of capturing is shown on the first line. Each particular area of information has its own graph:

Network Statistics shows the total number of frames that have gone through the LAN
segment; it also shows how many of them were broadcast, etc.

Captured Statistics gives statistics for only those frames that have been captured.
This can be different from the information under Network Statistics because you can
define a capturing filter that sets rules for which frames are accepted and saved. You
set capturing filters using the Capture | Filter option or pressing F'8.
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e Per Second Statistics shows the average statistical values per second.

e Network Card Statistics shows the network interface card's average connection speed.

The session statistics window gives you statistical data for individual sessions. A session is an
interval during which two stations exchange data. There is one line for each pair of stations. The
numeric value shows the number of frames sent from one station to the other (or vice versa).

Network Monitor displays session statistics for the first 100 unique network sessions that it
detects. To reset statistics and view information about the next 100 detected unique network
sessions, click Capture | Clear Statistics.

In addition to capturing frames, you can also choose Capture | Activation to prepare an action that
can be automatically activated, like when a certain part of the buffer memory is exhausted. One
interesting option is to activate whenever a frame containing a specified string in a particular position
appears. The activation can also be triggered when a program starts up or when a file opens.

2.2.2 Viewing Captured Frames

When you click Stop and View to switch to the mode for viewing captured frames, the following
window with the captured frames appears:

\1.cap (Summary)]

B File Edit Display Tools Options  Window  Help = =0
=8| ) Bl 8| EEER +1+| ¥ie| alx] o 2]
Frame | Time Src MAC Addyr | Dst MAC Addr | Protocol | Description
1 S4E4405 if Beqg Packet, Ident Length =
z E9.EBEE80 ZOEZ4E43EE05  ZOEZ4E43EE0E  LCD Config Reyg Packet, Ident = 0x00, Length = 25
3 E9.EBEE80 Z0E3454E4405 Z0E3454E4405  LCD Config Ack Packet, Ident = 0x00, Length = 2§
4 E9.60E5709 Z0EZ4E43EE05 ZOEZ4E43EE0E  LCD Config Reject Packet, Ident = 0x00, Length ..
5 E9.60E5709 Z0E3454E4405 Z0E3454E4405  LCD Config Reyg Packet, Ident = 0x0l, Length = 23
[ E9.76E5940 Z0EZ4E43EE05E ZOEZ4E43EE0E  LCD Config Ack Packet, Ident = 0x0l, Length = 23
7 E9.76E5940 Z0E3454E4405 Z0E34E54E4405  LCD Ident Packet, Ident = Ox0Z, Length = 18
g E9.76E5940 Z0E3454E4405 Z0E34E54E4405  LCD Ident Packet, Ident = Ox02, Length = 18
] E9.77E9E4 Z0EZ4E43EE05  ZOEZ4E43EE0E  PPPCHAP  Challenge, ID = 0xd®: Challenge
10 E9.775954 Z0E3454E4405 Z053454E4405 PPPCHAP  Challengs, ID = 0xd2: Response, Likor
11 60.216588 205245435605 205245435605 PPPCHAP  Challenge, ID = Oxd2: Success
1z 61.578546 Z0EZ45435605 205245435605 CECP Callback Reguest, Ident = 002 e
13 61.8E58949 Z0E3454E4405 2Z053454E4405 CECP Callback Response, Ident = 0202
14 £1.999151 205245435605 205245435605 CECP Callback Acknowledgement, Ident = 002
15 £1.999151 Z0E3454E4405 Z053454E4405 LCD Terminate Reg Packet, Ident = Ox04, Length ..
16 62.139352 205245435605 205245435605  LCD Terminate Ack Packet, Ident = 0x04, Length = 4
17 102.81... Z2053454E4406 2053454E4406 LCD Config Reg Packet, Ident = 0x00, Length = 33
18 102.97... 205245435606 205245435606 LCD Config Reject Packet, Ident = 0x00, Length ..
13 102.97... 2053454E4406 2053454E4406 LCD Config Reg Packet, Ident = 0x0l, Length = 20
20 104.12... 205245435606 205245435606 LCD Config Ack Packet, Ident = 0x0l, Length = 20
21 105.91... 205245435606 205245435606 LCD Config Reg Packet, Ident = 0x00, Length = 25
2z 105.91... 2053454E4406 2053454E4406 LCD Config Ack Packet, Ident = 0x00, Length = 25
23 105.91... 2053454E4406 2053454E4406 LCD Ident Packet, Ident = 0x02, Length = 18
24 105.92. .. 2053454E4406 2053454E4406 LCD Ident Packet, Ident = 0x02, Length = 18
25 106.06... 205245435606 205245435606 PIPPCHAP  Challenge, ID = Oxd®: Challenge
26 106.06... 20534544406 2Z053454E4406 TPPPCHAP  Challenge, ID = 0Oxd®: Response, Likor
-
J | of
|Metwork Monitor 5.2 3780 [Fa: 1159 ot D<) L ooy A

Figure 2.4: Captured frames
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You can see your chosen frame in the captured frame display. To view detailed information of any

frame, click it in the window as shown in the following figure:

' Microsoft Metwork Monitor - [7:\1.cap (Summary)]
J5 Eile Edit Display Tools Options Window  Help

==l

clE| Bl 8|EEEQ +[t] Fl@| sl o 2]

Frame I Time I Src MAC Addr I D=t MAC Addr I Protocol I Description

1 £E9.415436 EZ053454E4405 E0E53454E4405 LCP Config Reg Packet, Ident

P Config Reqg P - b
2 E3_E2Eg80  Z0L53Z454E4405 Z0OL3454E4405 LCP Config Ack Packet, Ident Length = E&
4 E3_e0E70% Z0E5z4543E¢605 Z0LzZ45435605  LCP Config Reject Packet, Ident = 0x00, Length ...
L L. E0E709  Z0L324E4E4405 Z0L32454E4405  LCP Config Reg Packet, Ident = Ox0l, Length = 22
1 |

2]

[ FRAME: Ease frame properties

= : Link Control Protocol Frame (OxCOZEL)
: Destination Address = RECVO

: Source Address = RECVO

: Protocol = Link Control Protocol
Length = Z5

Config Reqg Packet, Ident = 0x00,
: Code = Configuration Regquest
: Identifier = 0 (0Ox0}

: Length = 25 (0x19)

F.T.OD: fmtdicns- 38VNC MAD-00 A0 A0 A0—3TTTH- CTHAD-MinTr#-Nw1NCN—DDAT CAMD—3TDCR

OMD—

00000000
00000010
000000E0

ILCP Summary [Fa: 2img

ot 14 (xE) L2519

2|

Figure 2.5: Detailed display of the second frame

Detailed information appears in three frames of windows. The top window displays the captured
frames, the middle window shows the details of the selected captured frame, and the bottom
window shows the captured frame in hexadecimals and characters (dump format).

The middle window is the one we're most interested in. Figure 2.5 shows the link header followed by
a network packet header. Anything from the transport header to the application layer can be displayed

here. Even at the application layer, detailed information for many packets is

provided as well.

Some header entries have a + sign in front of them. This tells you that detailed information can be
obtained by clicking the + sign. We will therefore discuss the individual headers of all protocols

described in this book.

The dissected frames can also be printed by selecting File | Print. The frame in Figure 2.5 is

as follows:

+ Frame: Base frame properties
PPP: Unknown Frame (0x0)
PPP: Destination Address = RECV_
PPP: Source Address = RECV_
PPP: Protocol = Link Control Protocol
LCP: config Req Packet, Ident = 0x00, Length = 25
LCP: Code = Configuration Request
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LCP: Identifier = 0 (0x0)
LCP: Length = 25 (0x19)
LCP: Options: ASYNC.MAP:00 00 00 OO-AUTH:CHAP-MAGIC#:0x10CO-PROT.COMP-
ADR/CF.COMP-
+ LCP: ASYNC.MAP:00 00 00 00
+ LCP: AUTH:CHAP
+ LCP: MAGIC#:0x10cCO0
+ LCP: PROT.COMP
+ LCP: ADR/CF.COMP

00000: 20 52 45 43 56 05 20 52 45 43 56 05 CO 21 01 00  RECV. RECV.A!..
00010: 00 19 02 06 00 00 00 00 03 05 c2 23 80 05 06 00 e A#D. ..
00020: 00 10 cO 07 02 08 02 AL

(The Network Monitor version used in Windows 2000 Server has a drawback in that the statement

is in UNICODE. This would not be an issue if there were two bytes containing a hexadecimal FF

or FE at the beginning, which would signal to Windows that it is a UNICODE file. After adding
these characters to the beginning by using the WinVi editor, the statement resulted in the form
shown above.)

2.2.3 Filters for Displaying Captured Frames

The most common problem when using network monitor programs is finding the required frame
often from huge numbers of frames. You can use filters to make the task easier. There are two
kinds of filters:

e  Frame capturing filters that are activated in Network Monitor before capturing starts
(Capture | Filter or F'8).

e Filters for displaying captured frames that are activated upon viewing frames. These
filters let you display only selected captured frames (Display | Filter or F§).

Filters consist of logical conditions that are linked by the AND, OR, and NOT logical operators. A
condition might involve:

e An address (for example, IP address in the case of IP protocol)

e A protocol, i.e., only frames with specified protocols will be shown (IP, HTTP, etc.)

e The value of a specific protocol's item, for example, the TCP port of the sender is 1345

2.3 Ethereal

Ethereal is an alternative to Network Monitor and can be used with Windows 2000 Professional or
Windows XP. You can download the program at http://www.ethereal.com/. In addition to the
graphical Ethereal program, the distribution also contains other utilities such as a command-line
version called Tethereal.

For starters, we have to install the packet driver. As mentioned earlier, if you are going to run
Ethereal on Windows, use the WinPcap packet driver, which can be found at http://netgroup-
serv.polito.it/.
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After you have successfully installed the packet driver, you can install and configure Ethereal.
When you run the program, you are presented with the window shown in Figure 2.6, which is
similar to the Network Monitor window shown in Figure 2.5. Choose Capture | Start to open a
window where you can enter parameters for frame capturing. For example, by clicking Interface
you can choose the network interface used to capture frames. Click OK to begin capturing. After
the capturing has finished, you can view the individual captured frames in the same way as you
would in Network Monitor.

> Ethereal Network Analyzer |- (O] x|
File Edit View Go Analyze Statistics  Help

o2 (o] m B B OB & £ 6 mE My A S | e
& stop {@ Ethereal: Capture Options H[=1 K3 I
@Eilter:‘ Interfaces... Capture

I® Capture Filter

No . | Time T Interface: “nteIiRj: FPRO/MWireless 2200BG MNetwork Connection (Microsoft's Packet Sched ﬂ
IP address: 192.168.2.112
Link-layer headertype:  Ethernet| 5 Eluﬁersize:|1—|?|megaby'te(s}
[ Capture packets in promiscuous mode
[T Limit each packet to la—ﬂ bytes
[# capture Filter: | ﬂ
Capture File(s) Display Options
File: | = Browse... [~ Update list of packets in real time
[T Use multiple files
W e 2 ,1—H megabyte(s) | = [ Automatic scrolling in live capture
[o] [T Mextfile every ,1—ﬂ minute(s) S [T Hide capture info dialog
[ Ring buffer with lz—ﬂfiles o reEr T
[T Stop capture after ,1—ﬂfilen'sj:
Stop Capture . ¥ Enable MAC name resolution
[ .. after ,1—|?| packet(s) [~ Enable network name resolution
[~ .. after ,1—ﬂ megahyte(s) =

™ . after ,1—|T| i a [ Enable fransport name resolution
Ready to load or capture - - 00 7|

@ﬂelp <9QK | xgancel‘

Figure 2.6: Starting frame capturing in Ethereal

Ethereal can also open files with stored frames generated by various other programs, including
Network Monitor.

Ethereal contains a range of interesting tools like the Follow TCP Stream command, which is
available in the Tools menu. By choosing this command, the contents of a particular TCP
connection can be displayed in ASCII characters or in hexadecimals.

Figure 2.7 shows an example of a TCP connection. This connection was produced by using an
FTP program to connect to the ftp. ripe.net server. One packet from this connection was found
and then Tools | Follow TCP Stream was clicked to get the following figure:
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& Follow TCP

Shrean Conbent

220 FTPD Server [RIPE HCC FTP server)
JUSER_anommous

ngin ok, send your complete email address as your password.
7.8,

This is the frp-server of the RIPE Network coordination cenmtre (mNCC).
You are wser mumber 7 owt of maximum 100.

The local time is Sat Mar 30 15:37:56 2002,

If you have problems, please try l.lsin_x']. a dash (-} as the first character
of your password -- this w111 turn off the contimvation messages that may
be canfusing your ftp client.

Flease mote that you can request all available files with an extension
.9z or .2 added, and you will get a gzipped/compressed version.

All transactions with this server are logged.
If you do not like this, disconnect now!

pData copyright

Copyright (c)1992,/1993,/1994,/1995,/1996,/1997 /1995,/1999,/2000,/200L /2002
by RIPE MCC

restricted rights.

Except for agreed Intermer operational purposes, no part of this
publication may be reproduced, stored in a retrieval system, or
transeitted, in any form or by any meams, electronic, mechanical,
recarding, or otherwise, without prior permission of the RIFE NCC on
behalf of the copyright holders. amy use of this material to targext

L] Sa-.-eﬁgl EEri'ul| Enlire cormersation (1865 byles) * | ASCH O EBCOIC O Hex Dump O C Amays

Filber aut this stream | X Close |

=

Figure 2.7: TCP connection statements in Ethereal

The boxes in the figure above outline the user name anonymous and password dostalek@pvt.cz. If
you had connected to a non-anonymous server, your real password would have been disclosed in

this way.

2.4 Homework

You should now be ready to experiment with Network Monitor or Ethereal. It is recommended
that you try to capture your own password as the first exercise. (The authors strongly discourage

you from trying to capture somebody else's password—after all, this would not be possible

without switching your network card into promiscuous mode or using switched Ethernet.) Try

these two exercises:

1. Telnet protocol: You do not even need an account on a server. Choose whatever

server you like that works with Telnet. Start up Network Monitor and, using Telnet, try

to establish a connection and choose your username and password. The server will

refuse the connection, but stop Network Monitor and use the frame search to find the
username and password that you entered. You should be patient, since the terminal first

tries to set the terminal characteristics using the <TAC> command of the Telnet
application protocol. You should just skip this dialogue. In Ethereal, this process is
simpler since the only thing you have to do is to choose Tools | Follow TCP Stream.
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2. HTTP protocol: Find some HTTP server with basic authentication with username and
password and sniff the communication of this server. The name and password form a
part of each user's query. But since the HTTP header lines cannot contain any
characters that are not a part of ASCII, the username and password are separated by a
colon and the whole thing is coded in Base64 format. Decoding needs to be done either
manually or using a suitable program. (This does not work with HTTPS protocol as
passwords cannot be captured there, because the connection is encrypted.)

The header contains the following information:
Authorization: Base64 (username:password)
Or for firewall authorization:

Proxy-Authorization: Base64 (username:password)
Where Base64 () means that the Base64 argument is coded in seven-bit form.

If you do not feel like decoding Base64 by hand on a piece of paper, you can use programs such as
the OpenSSL program with the enc -a -d parameters.

Specialized programs designed specifically for password capturing can also be found on the Internet.
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Protocols of the physical layer are for the vast majority of users They are completely hidden
protocols that describe signals on the connectors (commonly referred to as plugs) on the back part
of the computer, to which a cable connecting the computer with the network is attached. Users
tend to shift the responsibility to technical staff, whom they consider people "who take care of
wires, by measuring something with a voltmeter." The situation today is completely different. A
technician more or less administers software that controls all the mysterious boxes in locked
rooms. This idea does not actually refer to the physical layer only, but encompasses the link layer
as well. The users usually get involved only in the IP protocol (or network protocols), since in this
protocol, they either see or do not see servers or neighbors. In contrast, the physical and link layers
only provide communication with some kind of a box halfway down to the server, the existence of
which is usually not known to regular users.

Generally, we distinguish between two types of network: a Local Area Network (LAN) and a Wide
Area Network (WAN). Regarding the physical layer, for one group of protocols are LAN protocols,
while another group are WAN. However, the currently popular ATM protocol eliminates the
differences between LAN and WAN, and it not only uses new protocols, but is also able to use the
current WAN lines, including their protocols (for example, T1 lines in America or E1 lines in
Europe). In addition, the ATM emulates protocols for the LAN protocol as well.

LAN

The LAN is used by several stations to communicate mostly on a shared medium. Within one
LAN, the same link protocol is used (for example, Ethernet). Today, however, the term LAN also
covers the so-called extended LANs that are composed of individual LANs. The extended LANs
are created by connecting individual LANs via switches. Switches often have interfaces for
various types of link protocols and are able to convert frames of one link protocol into frames of a
different link protocol. An individual LAN composed of just two items, with one of them being
the switch, is increasingly common.

As for the physical layer, we will be interested in just the individual LAN since the extended
LANSs are viewed only as a complex of several individual LANs. LANs commonly use broadcasts.

Routers are used to connect a LAN to a WAN. A router is a box that transfers an IP datagram from
one network interface to another one, while each interface may be a part of a different LAN or
may be an interface for the WAN.
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The transfer rate on today's LANs ranges from 10 Mbps to 10 Gbps.
WAN

Wide Area Networks cover a wide variety of situations, ranging from connecting a home PC to the
Internet via a serial asynchronous line at rates in Kbps to intercontinental lines via underwater
cables or satellite connection in tens of Gbps.

PAN

A Personal Area Network is used to exchange data between appliances (such as telephones, cell
phones, and Personal Digital Assistants) within the range of a person; typically within the range of
10 meters. The most often used protocols for PAN networks are Bluetooth and WiFi (IEEE 802.11).

MAN
A Metropolitan Area Network is used to exchange data within some municipality or a group of them.
MAN can use various protocols, but probably the most typical is using cable television cabling.

3.1 Serial Line

A PC has connectors for the COM1 and COM2 serial interfaces usually on the back. COM1 is
commonly used for a mouse; hence after the serial line has been connected to our PC, only COM2
is left. The serial interface is usually used for connecting the modem.

Serial PC outputs use signals specified by the ITU-T V.24 standard (corresponding to the US
standard—RS-232). It is an interface for serial asynchronous arrhythmic data transport. It is
usually used for rates up to 64 Kbps although, you are most likely to connect your modem at home
using 115,200 bps, and surprisingly, it is going to work well.

3.1.1 Serial and Parallel Data Transport

Serial transmission means that there is only one pair of wires (or one wire and a shared ground for
asymmetric interfaces) for transporting information from the sender to the receiver. Therefore, the
individual bits of every single character are transported following each other, i.e., serially.

Parallel transmission uses eight wires (or multiples of eight) for transporting a group of bits. In
other words, all bits of the character being transported can be transported at the same time, i.e., in
parallel. Parallel transmission is used especially in (internal) computer buses and also for
communicating with a parallel printer. There are also modems using a parallel interface.

3.1.2 Symmetrical and Asymmetrical Signals

There are at least two signals used with serial interfaces: data reception and data transmission. If
two wires carry each signal, then it is a symmetrical or differential signal. Symmetrical signals for
data transfer are used, for example, by the V.35 and X.21 interfaces.

If each individual signal is carried via one wire and a shared ground, then this is an asymmetrical
signal. Asymmetrical signals are used, for example, by the V.24 interface. The V.35 interface uses
asymmetrical controlling signals, but uses symmetrical signals for data.
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3.1.3 Synchronous and Asynchronous Transport

If you try to communicate information to someone (for example, by a phone), you have to speak at
an appropriate rate so the other person understands what you say. If you speak, say, ten times
faster than normal, then the person is very unlikely to understand. The person listening has to
synchronize with the person speaking.

For the purpose of synchronization, we recognize the following transport types:

e Synchronous: Information is transported bit by bit. The time elapsed from the
moment of transporting one bit to the next bit being transmitted is always equal.
(Do not confuse this with synchronous transmission described in Section 1.3.1 in
Chapter 1.)

e Asynchronous: The time elapsed from the moment of transporting one bit to the
next bit being transported varies. A subset of asynchronous data transport is called
arrhythmic data transport. In the case of arrhythmic data transport, characters are
transported in an asynchronous way, while particular bits in the scope of a character
are transported in a synchronous way. If an asynchronous transport is mentioned, it
mostly means an asynchronous arrhythmic transport.

When using asynchronous arrhythmic transport, the character being sent is wrapped in an
envelope formed by a start bit, parity bits, and stop bits as shown in the following figure:

Start L Parity | Stop Start U U Parity | Stop
4_ —
pit | | Da@Pts i | pits bit | | DA@BtS s | pits

Sampling frequency
of a receiver

[N N N NN NN NN S NENEEENEENEE]

Figure 3.1: Asynchronous arrhythmic character transport

A receiver generates a sampling frequency at the next higher frequency level than the maximum
possible frequency for transporting one bit. The computer uses this frequency to test the incoming
signal samples. If the sample corresponds with a certain probability to the start bit, it supposes that
it has detected a character being transported. It keeps on sampling and considers everything in
front of the stop bits as the bits of the transported character. The data bits of the transported
character are located between the start bit and stop bits and, additionally, there can be a parity bit
providing a simple checksum of the transported character.

Asynchronous transmission has the advantage of the receiver being able to adjust itself with a lot of
tolerance to the transmitter frequency. On the other hand, the envelope usually contains one start bit,
one parity bit, and one, one and half, or two stop bits. That can result in the envelope causing a 50%
transport overhead (a character that is being transported usually contains 5 to 8 bits).

In the case of synchronous transport, the overhead is low. In the past, Binary Synchronous
Communication (BSC) data transmission protocol (when data were transported in blocks in a
synchronous manner) was used. The beginning of the block was formed by one or more
synchronizing characters that corresponded to the start bit. The receiver would synchronize
using these synchronizing characters. The block was then transported synchronously.
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Today, however, a completely different principle prevails. Besides the transported data, a
synchronizing signal (clock) is transported via wires as well. In Figure 3.2, there are four

appliances participating in communication (two modems and two computers).

DTE

SV §
=

DTE

Clock Ll L Ly
source
I I [T [T [T I
> Data bits >
| | [ L | [ |
I I [T [T [T I
< Data bits H
| | [ L | [ |

Figure 3.2: Synchronous transport

Similar to a philharmonic orchestra having one conductor, only one of these four appliances can
be the time source. It is usually one of the modems (originator). Other appliances adjust the pace
of their circuits according to this conductor. Since all of the appliances are synchronized, they can
communicate directly, without the need for sampling. If one of the computers served as the time
source, then we would set the modem of the time-generating computer as the originator for
communication between modems. The modem would also be set for using an external time source
(from the computer).

3.1.4 V.24, V.35, and X.21 Protocols

At the physical level, the V.35, X.21, and the PC-friendly V.24 (RS-232) protocols are usually used
for serial interfaces. There are, of course, other protocols as well, although these are not that
common. The user usually encounters these interfaces at the modem-computer (or router) interface.

The V.24 interface is popular with PC users due to the fact that almost all PCs are equipped with
at least COM1 port built in accordance with the V.24 protocol. The V.24 interface is usually not
recommended for rates above 64 Kbps. Therefore, we should consider using the V.35 or X.21
interfaces in these cases, but these interfaces are not present in most PCs.

All of the three protocols use a different connector type so it is quite difficult to get the
interconnecting cables mixed up.
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Figure 3.3: Connectors used for V.24, X.21, and V.35 interfaces

Regarding the V.35 and X.21 interfaces, the data transmission always happens via wire pairs, with
the signal value being set between wires of a given pair (symmetrically). Signals with a shared
ground (asymmetrical) are used only for signaling data flow control. Symmetrical signals enable
the use of higher frequencies.

It is possible to directly connect two computers by using the V.24, V.35, or X.21 interfaces, but
only for distances not exceeding several meters. Longer distances require the use of modems.

Table 3.1 is a list explaining the meaning of individual signals on the V.24, X.21, and V.35
interfaces. For the sake of simplicity, we have adjusted the terms so they would correspond to
communication of computers with modems. We describe the modem cable interconnecting the
computer and modem. In Table 3.1, the 'From' column describes the signal source, which is either
computer (C) or modem (M). The 'Signal Type' column describes whether it is a symmetric signal
(between A and B) or an asymmetric one (between A and the shared signal ground).
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Signal Description From | Abbreviation V.24 X.21 V.35
EIA  ITU 25 9 Pin |15Pin | Signal 34 Pin
Pin Type
A B A B
Ground | Frame Ground (screen or FG 101 1 1 A
chassis)
Signal Ground SG 102 7 5 8 B
Data Transmitted Data C |TxD 103 2 3 2 9 |both P
Received Data M |RxD 104 3 2 4 11 |both R
Signal Ready To Send C |RTS 105 4 7 3 10 | asymetrical |C
Control |[DTE — DCE]
Clear To Send M |CTS 106 5 8 asymetrical | D
[DCE — DTE]
Data Set Ready M [DSR 107 6 6 asymetrical | E
[DCE — DTE]
Data Terminal Ready C |DTR 108/2 |20 4 asymetrical |H
[DTE — DCE]
Data Carrier Detected M |DCD 109 8 1 5 12 | asymetrical |F
(Tone from a modem)
[DCE — DTE]
Ring Indicator (ringing M |RI 125 22 9 asymetrical |J
tone detected)
Clock Transmit Signal Element Cc |TTC 113 24 symetrical |U W
Timing (DTE Source)
Transmitter Signal M [TC 114 15 symetrical |Y A
Element Timing (DCE 6 13 A
Source)
Receiver Signal Element M |RC 115 17 symetrical |V X
Timing (DCE Source)
Test Remote Loopback C |RLB 140 21
Local Loopback/Quality C |LLB 141 18
Detector
Test Mode M | TM 142 25
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The dialog between the computer and modem is schematically described in the following figure:

@ Modem patchcord @M
108, DTR Computer is on >
< Modem is on 107, DSR
105, RTS Computer: "l am ready" >
« Modem: "l am ready" 106, CTS
103, TD Data >
< Data 104, RD
PTRS Carrier is detected 109, DCD
€ R'ng ,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, 125, Rl

Figure 3.4: Scheme of the dialogue between the computer and modem

The DTR and DSR signals inform their counterparts that the appliance is on. In reality, though
these signals are sometimes not used (the outlets are not connected or, on the contrary, the DTR
and DSR outlets are connected directly in the connector). If the DTR and DSR are not connected,
then both ends of the connection have to be ready (configured) for this situation so they do not
wait endlessly for the other party's signal.

The RTS and CTS signals are important for data flow control. If the buffer memory of the modem
is full, it unsets the CTS signal, signaling to its counterpart to delay data transmission. After the
buffer memory has been emptied, the modem again resets the CTS signal and the computer can
continue sending data. On the other hand, if the computer is currently unable to process the data
received, it interrupts the RTS signal.

We have the option to completely leave out the RTS and CTS signals (for example, no relevant
outlets are connected with the cable). Then we need to configure both ends so they are aware of this
fact. In this case, data signals (always in opposite directions) can be used for data flow control. If the
reception needs to be delayed, the XOFF character is sent by the receiving party to the transmitting
party. The XON character renews the transmission. The XON/XOFF protocol also needs to be set up
on both ends and can be used only for an asynchronous connection transporting characters.

Data signals (both the TD and RD) can, at the beginning, transmit data only between the computer
and modem, such as the AT commands for dialing. Only after a connection between the modems has
been established, can the TD and RD signals also be used for data transmission between computers.
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Data flow control using the RTS and CTS signals is effective especially in the case of the V.24
interface. The V.35 and X.21 interfaces are aimed for higher rates, and we can use them to connect
to, for example, a Frame Relay network provider. In such cases, several sub-interfaces (logical
interface) go through one interface (physical interface), and in a Frame Relay, each sub-interface
corresponds to one DLCI (Data Link Connection Identifier), i.e., one virtual circuit. Should one
virtual circuit get overloaded by data, it is impossible to stop the data flow using the RTS or CTS
signals since such an interruption would also involve an interruption of all sub-interfaces,
irrespective of the number (one is enough) of such overloaded sub-interfaces.

3.1.5 Null Modem

If you want to connect two computers placed next to each other by using the V.24, X.21, or V.35
interfaces (both sides must use the same protocol), then the connecting cable must be connected in

a special way. The problem, however, is that the signals transmitted by one party on a corresponding
pin must be received by the destination party by the receiving pin (the transmission must be crossed
with the reception). Such an interconnecting cable is called a null modem.

2 2 2 2 2 2
4 4 4 4 4 4
5j [5 5><5 5} £5
6} Ee 6 6 8 8
8 8 89 gs 6 6

20 20 20 20 2o><20
7 7 7 7 7 7

Figure 3.5: Some variants of null modem connections for the interface V.24/25 pin

In the case of synchronous transport, one party has to be the time source. If either party is unable
to generate the clock, then just the cable is not sufficient for a null modem, but there has to be
another intermediate box between the computers that are clock source (see Figure 3.2).

3.2 Modems

The telephone network is often used for long-distance connections. The telephone is used for
audio communication. If we want to use phone lines for computer communication, then the data
information has to be modulated at the source party and demodulated at the destination party. The
communication happens both ways, so both parties need a modulator/demodulator, i.e., a modem.

A modem is an appliance that connects to a PC or a router using a modem cable (i.e., in the case of
a PC, by the V.24 interface on the COM port). The second outlet of the modem is used to connect
to the phone line. The modem might be built into the computer or in the form of a PCMCIA card
inserted into a notebook or laptop. In such cases, there is no need for a modem cable. Today
general users are recommend to use modems with USB ports. USB modems are connected to a
USB port on the computer's side.
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We can build the line between modems ourselves (for example, between two buildings). In
such cases, it is usually a leased line. If we want to use a phone operator, then we have
basically two possibilities:

e A dial-up connection

e A leased line

3.2.1 Dial-Up Connection

Everybody has used a dial-up connection for phone calls. Firstly, by dialing a phone number,
a virtual circuit is created that can be used for making phone calls or for transferring data.

I@ Modem patchcord

Phone line
(copper twisted-pair)

Phone line
(copper twisted-pair)

I@ Modem patchcord

Figure 3.6: Dial-up connection

The existing phone line is usually used by connecting the modem to the user's phone jack. The
phone is then connected to the second modem outlet. The user commands the modem via his or her
PC to disconnect the phone and use the line for computer communication. After data communication
is over, the phone is reconnected and it is possible to use it again for making phone calls.

3.2.2 Leased Lines

The second possibility is the leased line. If we prefer not to dial phone numbers all the time,
nor worry about having the line busy by being online, we can lease a line for computer
communication, i.e., technicians will establish a permanent circuit—a leased line.

There are no doubts about its advantages. We do not have to dial all the time, the connection is
permanent, and last, but not least, we are charged a set rate. Companies will tend to use leased
lines since not only it is more convenient, but the transmission rate is significantly higher as well.
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To achieve a high transmission rate in leased lines, sometimes we use two circuits (quadruple
wire) instead of one circuit (double wire). One of the circuits is then dedicated for transmission,
the other for reception, so both circuits have to be crossed. The circuit originating in the first of the
two modems as transmission must be connected to the other modem as reception. This is called a
full-duplex connection.

3.2.3 Automatic Modem

There is a problem with a dial-up connection. Who is going to dial the number? Formerly, non-
automatic modems were used with dial-up connections as well as with leased lines. That resulted
in the user having to dial the phone number manually using a phone and then switch the modem
into the data transmission mode (VOICE/DATA switch).

Automatic modems are able to accept commands from the computer once they are switched on,
and can also be used for dialing the appropriate number. After establishing the connection, the
modems themselves mutually agree on the highest transmission rate and switch into the data
mode automatically.

AT commands, introduced in early 1980s by the Hayes Company, are used today for
communication between the modem and the PC controlling it. AT commands are aimed at
controlling the modem on asynchronous interfaces. Each AT command is composed of characters.

AT commands are also used for setting the modem for synchronous transmission if the V.24
interface is used. The procedure is as follows:

e  The modem connects to the COM port.

e  Start HyperTerminal or a similar program and then set up this program for
asynchronous communication with the modem.

e Set up the modem by using AT-commands. The final command switches the
modem to synchronous mode. The modem seems to freeze (because it already
wants to communicate in synchronous mode), but the PC still communicates in
asynchronous mode.

The set up modem then can be consequently connected to, for example, a router where it will work
in synchronous mode. Using buttons, the modem switches back to the default setting
(asynchronous transmission is usually the default setting).

3.2.3.1 AT Commands

AT commands are simple orders, used to control the computer modem. For example, the ATH
command means that the computer sends to the modem (or more specifically, to the COM port) an
ATH string. The modem then interprets the ATH string as a command.

Initially, the computer communicates with the local modem using the AT commands. Once the
connection between modems has been established, the local modem informs of its establishment
by sending the CONNECT command to the local computer and, subsequently, switches to data mode.
From this moment, the computers are able to communicate directly with each other, i.e., the
computers communicate as if there were no modems (or as if they were connected via a null
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modem). If the computer wants to switch the modem back to command mode in order to send AT
commands, it sends the +++ string in the form of data.

If you work using Windows XP, start the HyperTerminal application. Create an arbitrary connection
with the number and name that you choose. Click Properties in the File menu and click the Configure
button and then the Advanced tab. Check Bring up terminal window before dialing. Confirm the
choice and click Call in the taskbar button. The Terminal window before dialing window will pop up.
There, you can practice the AT commands described in the following paragraphs.

The PC sends an AT command AT to the modem ("Modem, are you ready to work"?). If the
modem is ready to work, it answers, "OK" (You can try entering AT characters into the Terminal
window before dialing window).

Now, the PC is ready to send the modem the dial command in the form of ATDtn (for example,
ATDP1234560), where the t is the type of dialing (p for pulse dialing and t for tone dialing) and
the n is the destination party's telephone number. The destination modem answers the call and both
modems agree on the highest possible transfer rate. The source modem informs the PC by sending
the CONNECT command, which may use the agreed transfer rate as a parameter. Then both modems
switch to data mode, i.e., both computers start communicating as if there were no modems. The
mechanism is described in Table 3.2, without including the error messages and the AT commands
for setting up the destination modem.

Local Local Phone Remote Remote
Computer Modem Circuit Modem Computer
(dialing) (answering)
105, RTS > < 105, RTS
Signalization
< 106, CTS 106, CTS >
AT > Inactive
AT < oK
commands
ATDph. no. >
Dialing Circuit Answering
establishing
(agreement
on a common
highest
possible
speed)
Signalization < 109, DCD ) 109, DCD >
Established
AT <  CONNECT
commands
Data transfer Data transfer

Table 3.2: AT command communication
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Today, modems not capable of dialing numbers are used only for synchronous leased lines where
no dialing is needed.

3.2.4 Synchronous Transmission

We've already mentioned that transmission can be either synchronous or asynchronous. Synchronous
modems are used for synchronous transmission and asynchronous modems are used for
asynchronous transmission. Today's modems are usually capable of both modes of transmission.

Note that PCs support, as a standard, only asynchronous transmission. Therefore, a modem that is set
as synchronous needs to be set to asynchronous mode before using the PC, otherwise it seems to
malfunction. The situation is different for modems inserted into computers in the form of a PCMCIA
card or a modem card, and for USB modems. This is because these modems do not use the standard
COM ports and, consequently, we can theoretically use synchronous transmission as well.

When configuring synchronous modems, we should not forget to set one modem as the timing
source (originator). If the originator is the computer, then we set the modem of the time-generating
computer as the originator. This modem also needs to be configured so as to be capable of using
an external time source.

Modems having rates up to 64 Kbps can usually work both in synchronous and in asynchronous
mode. Modems having rates that exceed 64 Kbps are usually synchronous.

There are also modems supporting auto-synchronous mode. They communicate with the computer
in asynchronous mode, store the data in memory, and then send the data in synchronous mode.
The Internet uses these modems only rarely; they are mostly found in public data networks based
on the X.25 (or X.32) protocol.

3.2.5 Baseband, Voice Band, and ADSL

When transmitting phone-quality voice, we need to transmit in the band from 0.3 to 3.4 kHz.

Telephone wires (the subscriber loop) usually lead from your home jack to the patch panel of the
local phone exchange. The local exchange connects the phone circuit using other exchanges all the
way to the exchange of the destination party. Since this often encompasses long distances, the
signal needs to be strengthened by repeater stations from time to time (see Figure 3.7). The
repeater station strengthens the signal only in the band from 0.3 to 3.4 kHz. If the phone
connection leads through repeater stations, then modems have to translate the data-carrying signal
into the appropriate band. This creates the Voice Band.
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@ Modem patchcord

Phone line
(copper twisted-pair)

Telco
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Repeater ] Telephone |
station exchange
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(copper twisted-pair)
A

I:c°mpute r Modem patchcord '_Mo dem

Figure 3.7: Telephone circuit goes through repeater stations and telephone exchanges

The Voice Band is used today for transmitting data at rates up to 56 Kbps. However, the

transmission band of a twisted-pair, connecting an end user's plug and a patch panel of a local
phone exchange, is much broader.

A
_This whole bandwidth is transmitted through twisted-pair
e N
2
£ _
5|8
© (0]
sl | &
= f=
sll | &
ol e
(5}
=
o
0.3 3.4 Frequency ( kHz ) 110 e

Figure 3.8: Transmission band of twisted-pair wiring

The situation is different for transmission that does not use repeater stations (for example, when we
set up the lines ourselves between two buildings) or if both ends of the connection are transmitting to
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the same exchange as shown in the following figure (there are no repeater stations used):

@ Modem patchcord

Phone line
(copper twisted-pair)

Telco

Repe‘ater Pl Telephone |
station exchange

Telephone Repeater
exchange station

Phone line
(copper twisted-pair)

[Computer | —Heem BSEASE— Wodem | «—

Figure 3.9: Baseband modems using a direct metallic connection

In such cases, the wires can be connected directly to each other providing a significantly broader
baseband. In practice, of course, we will not connect wires together; instead, we will use the
existing local telephone lines to connect to a high transmission rate data network.

Modems working in the baseband provide for much higher transmission rates. Sometimes these
modems are referred to as Baseband Modems.

Baseband

v

Frequency ( kHz ) 110
Figure 3.10: Baseband
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Modems working in the baseband are usually not automatic, because they are used on leased lines
and use synchronous transmission.

Till now, we have presumed that the transmission rate is the same in both directions. But from the
point of view of an end user, the situation seems to be a bit different. An end user would prefer to
have a higher downstream rate (from Internet to a user) than upstream rate (the opposite direction).
Users mostly download data from the Internet and send data less often to the Internet (maybe with
the exception of MS Word attachments in emails). A technology having a different transmission
rate for each direction is called asymmetric. Later, we will discuss asymmetrical technologies in

connection with the V.90 protocol. Now, we will also describe ADSL—one of technologies using
a baseband (see Table 3.3).

The Asymmetric Digital Subscriber Line (ADSL) technology is suitable for end users having a
subscriber loop realized with the help of a twisted-pair at their disposal. The transmission band of
a twisted-pair is divided as follows:

e A lower frequency range for an analog.

e A phone circuit.

e  Anupper frequency range for a baseband. This is an asymmetrical technology
having a higher transmission bandwidth from an Internet provider to an end user.

FDM Echo Cancellation
A A
ol | & g
%)
S| £ downstream Sl & downstream
[a a o N
[oX o
=} =}
04 138 1100 © 04 138 1100 ~
Frequency ( kHz) Frequency ( kHz)

Figure 3.11: ADSL uses either FDM or EC transmission band system

ADSL leaves the band from 0 to 4 kHz for phone circuits (POTS). The ADSL data is transmitted
within the band from 4 kHz upwards. We distinguish two methods of signal transmission (see
Figure 3.11):

e Frequency Division Multiplexing (FDM): The main principle is based on
separating the frequency bands of upstream and downstream transmission.

e Echo cancellation: The two directions of data transmission use overlapping
frequency bands. The main advantage is that both channels use the lowest possible
frequency, which means less noise and reaching longer distances.

If we use the ADSL technology in a subscriber loop on the end user side, this subscriber loop ends
in an appliance called splitter, which splits frequencies below 4 kHz for an analog/digital phone
circuit and frequencies above 4 kHz for data transfer:
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Figure 3.12: Splitter

The following table shows the transmission rates supported by the modem:

Protocol Transfer Capacity Usage
Symmetrical Asymmetrical
Upstream Downstream
- V.32 9.6 Kbps Connection from
2 home
2 V.32bis 14.4 Kbps
©
l; V.34 28.8 Kbps
é V.34+ 33.6 Kbps
< lveo 33.6 Kbps 56 Kbps
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Protocol Transfer Capacity Usage
Symmetrical Asymmetrical
Upstream Downstream

Digital Subscriber | 160 Kbps Data communication
Line (DSL)
High data-rate 1.544 Mbps to T1/E1 circuits, remote
Digital Subscriber | 42.048 Mbps connection of local
Line (HDSL) networks (LANSs)
Symmetric Digital | 1.544 Mbps to Like HDSL
Subscriber Line 2.048 Mbps

| (SDSL)

n

9 Asymmetric 16 to 640 Kbps 1.5 to 9 Mbps Internet access,
Digital Subscriber Video-on-Demand,
Line (ADSL) LAN access,

interactive multimedia
applications

Very high data- 1.5 to 2.3 Mbps 13 to 52 Mbps This is the future
rate Digital
Subscriber Line
(VDSL)

Table 3.3: Transmission rates

3.2.6 Transmission Rate

Modems send/receive data from two sides: the computer and the phone line. Both transmission
rates, however, do not have to be the same. Problems occur only if data piles up in the modem for
a while. Therefore today's modems are equipped with buffer memory.

When we speak of the modem transmission rate, we refer to the transmission rate of the phone
wires. The transmission rate is given by the recommendations of the ITU that are supported by
the modem. The most up-to-date recommendations for voice band circuits are shown in Table
3.3. (Transmission rates on leased lines with the transmission in the baseband or on digital
circuits are different).

3.2.6.1 The V.90 Recommendation

The V.90 recommendation is not aimed at being used by the modem under all circumstances. It is
not suitable for connecting from home to office equipped by an analog phone. On the contrary, the
V.90 recommendation is very suitable for connecting a PC to an Internet Service Provider, if the
latter is connected to the phone company via a digital line.
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Analog line

A/D converter

Digital line

Digital modem
exchange
(provider)

Figure 3.13: V.90 recommendation

Today, phone exchanges are fully digital. The signal carried via the analog line from a user to the
phone company is digitized by the A/D converter (once it reaches the phone company) and
subsequently processed as data. If the signal went to the user of a classic analog phone, then it
would need reconverting by the A/D converter once it reached the destination user.

Internet providers are usually directly connected to the phone company via a high volume digital
circuit. If that is the case, then the signal conversion at the provider's side is not needed. In the
opposite direction, however, things get more interesting. The provider digitally hands over the
data to the phone company and that data is converted to analog on the user's side. What is so
interesting about it? There is loss of information when converting the signal from analog to digital,
but not in reverse. So the line can function at higher rates (up to 56 Kbps) in the direction from the
phone company to the user.

3.2.7 Data Compression

If the modem managed to compress the data before transmitting and the destination modem were
capable of decompressing the data, then more data would be transferred at the same transmission
rate. Compression is only possible with asynchronous transmission of characters. Microcom has
developed the MNP 5 protocol for data compression. The ITU has issued the V.42bis
recommendation for data compression.

If we compress the data, it is transferred at rates exceeding 100 Kbps even on lines with a transfer
rate of 28.8 Kbps.

Why do we use a higher transmission rate on the computer-modem interface than on the line
between two modems? The answer is simple. It is important, especially, when modems use data
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compression to communicate with each other. The maximum supported rate of the COM port is
115,200 bps, which allows maximum compression of 4:1 at the rate of 28.8 Kbps. Some data
types (for example, video) can be compressed up to 40:1 in some cases.

3.2.8 Error Detection

The idea is that data is transmitted between modems in data blocks, i.e., frames. The source
modem calculates the checksum from the data block and adds it to the transmitted data. The
destination modem again calculates the checksum from the transmitted data (without the added
checksum) and compares it with the one previously calculated by the first modem. If the results
are the same, the modem hands over the data to the destination computer. Should they differ, it is
considered an error in transmission, and the modem requests that the data be sent one more time.

Originally, the most widely used protocols were introduced by Microcom under the name of MNP
2 to 4. Subsequently, the protocols were also specified by the ITU in the V.42 recommendation.

The V.42 protocol also describes the two-phase process of establishing a connection. In the first
detection phase, the modems mutually investigate their capacity by exchanging predefined
characters. In the second confirmation phase, the modems mutually exchange information about
the maximum capacity of data blocks as well as the number of blocks transmitted, followed by a
request for confirmation of data block reception.

3.3 Digital Circuits

Until now, we have discussed only analog circuits. Gradually, however, analog distribution is
being replaced by digital distribution. Initially, this process was confined only to the phone
companies. Today, even users can take advantage of digital circuits, i.e., [ISDNs.

3.3.1 ISDN

Telecom companies offer the following two types of ISDN connections:

e Basic Rate: This type of connection consists of one line (a twisted-pair) containing
two B data channels, each with a capacity of 64 Kbps and one signalization D
channel with a capacity of 16 Kbps.

e Primary Rate: This type of connection consists of the following:
o In North America: 23 B data channels, each having a capacity of 64
Kbps, and 1 D signalization channel with a capacity of 64 Kbps.

o In Europe: 30 B data channels, each having a capacity of 64 Kbps and 1
D signalization channel with a capacity of 64 Kbps.
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In North America:
23 B channels of 64 Kbps
1 D channel of 64 Kbps

In Europe (eurolSDN):
30 B channels of 64 Kbps
1 D channel of 64 Kbps

2 B channels of 64 Kbps
1 D channel of 16 Kbps

=

Basic Rate Primary Rate

Figure 3.14: Basic Rate and Primary Rate

The D channel is used in ISDN for signaling, i.e., for establishing a virtual circuit (dialing). If the
B channels are busy because of phone calls, then the D channel can signal another incoming call.
The current call can be put on hold, while answering the new incoming call. It can also be used to
indicate caller ID.

3.3.1.1 Basic Rate

Basic Rate uses the current subscriber loops via copper twisted-pairs. Therefore, the current
metallic distribution network for analog telephones can also be used for the Basic Rate
distribution. ISDN is described by the V.110 protocol. The twisted-pair coming from the phone
company creates a U interface as illustrated in the following figure:

Provider

Transmit 8
P OO OO

NT-1

Receive

U Interface

S/T Interface
Figure 3.15: Basic Rate

The U interface is an interface between the phone company and the NT-1 appliance (box) that
is usually supplied and installed by the phone network provider. The NT-1 appliance has two
twin-leads of the S/T interface. The S/T functions as a bus bar to which individual digital
appliances connect.
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Figure 3.16: Connecting appliances to the S/T interface

Figure 3.16 shows that the individual appliances connect to the S/T interface as to a bus bar. Since
the Basic Rate has two B data channels, two appliances can communicate at the same time (for

example, one digital phone and one modem or two digital phones).

Although we have just two B data channels, we can connect more than just two digital appliances
to the S/T interface (but only two can communicate at any given time). Let's say we have five
digital phones, with each of them possibly having a different phone number. For the user, it gives
the impression that they have five phone lines, however, in reality, they can use just two phones at

the same time.

A terminal adapter can connect to the S/T interface, thus enabling it to connect to the commonly

used analog modems, faxes, and telephones.
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Overhead, 12 bits within 1/4 milliseconds, i.e., 12x4x1000 = 48 Kbps

B1 Channel B1, 16 bits within 1/4 milliseconds, i.e., 16x4x1000 = 64 Kbps

Channel B2, 16 bits within 1/4 milliseconds, i.e., 16x4x1000 = 64 Kbps

Channel D, 4 bits within 1/4 milliseconds, i.e., 4x4x1000 = 16 Kbps

Fig. 3.17: Basic Rate divided into individual slots

It is also important to say a few things about digital modems. Many people seem to dislike this
expression because a modem is an appliance that modulates/demodulates digital signal into an
analog one. The digital modem does not do anything like that. It just converts one type of digital
interface (for example, V.24 on PC) to the S/T interface (the RJ45 connector).

ISDN uses synchronous data transfer (as described in Section 3.1.3). Basic Rate uses a
transmission rate of 192 Kbps, which is divided into slots for individual channels, as shown in
Figure 3.17.

3.3.1.2 Higher Layer Protocols and Signalization

B channels can be used for phone calls, in which case, each slot of the relevant B channel contains
one sample of the call (sound signal). But we are more interested in data transmission.

When transmitting data, LAPB protocol frames are inserted in the B channels and LABD protocol
frames are inserted in the D channel. (There are also other protocols used by ISDN, such as LABF,
1.465, V.120, etc.) Both the LAPB and LAPD protocols are derived (see Figure 3.18) from the
HDLC protocol (see Section 4.3).

Address Co.ntrol Data Checksum
field

Figure 3.18: The Schema of the LAPB and LAPD link protocol frames

Network packets are inserted into LAPB protocol frames. The packets of the network layer may
belong to, for example, the X.25 protocol. More important to us, however, is that [P datagrams
may be inserted into the LAPB protocol frames.

So far, we have looked at a situation where the B channel used for transmitting data or a call.
The question of creating (dialing) the virtual circuit, one of the functions of signalization that uses
the D channel, is yet to be answered.
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We recognize two levels of signalization. In DSS1 signalization, a user requires the creation of a
circuit and other services. On the provider's part, DSS1 signalization is wrapped into the SS7
signalization (used also for the signalization of classic analog calls) and then transferred to the
called party. An incoming call is signaled at the destination again by DSS1 signalization.

DSSI signalization is specified by ITU recommendations Q.931 and Q.932. Q.931 provides basic
services such as creating circuits and is considered a network protocol within the ISO OSI network
model. The Q.932 protocol provides other services such as putting a call on hold and, within the ISO
OSI network model, the protocol coverage ranges from the transport to application layer.

Provider

Figure 3.19: DSS1 and SS7 signalization

Messages are sent in the DSS1 signalization. Table 3.4 shows some basic types of messages.

DSS1 Signalization POTS Analogy
Setup Circuit making
Call Proceeding Dialing

Alerting Ringing
Connect Pick up
Disconnect/Release Hang up

Table 3.4: Messages

The following figure illustrates the DSS1 in the ISO OSI model:

From transport to
application layer
Q.932

Network layer
Q.931

Data link layer
LAPD

Physical layer
S/T and U Interface

Figure 3.20: DSS1 in the ISO OSI model
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3.3.2E and T Lines

We spoke about the E1 line in Chapter 1. The E1 line is the lowest parameter in the hierarchy of
transmission paths specified in ITU recommendations G.702 and G.703. There are also hierarchies
of transmission paths for the U.S. (T lines), and Japan as well as transatlantic connections.

Line Transmission rate Maximum distance
DS1 (T1) 1.544 Mbps 6 km

E1 2.048 Mbps 5.2 km

DS2 (T2) 6.312 Mbps 4 km

E2 8.448 Mbps 3 km

Y4 STS-1 12.960 Mbps 1.5 km

Y STS-1 25.920 Mbps 1 km

STS-1 51.840 Mbps 0.3 km

E3 34.368 Mbps

E4 239.264 Mbps

Table 3.5: Line transmission rates

A line with a transmission rate of 64 Kbps forms the basis. The E1 line contains 32 basic lines.
The T1 line contains 25 such basic lines. The E2 line contains 4x E1. The E3 line contains 16 x E1
(or 4 x E2) etc.

Although the E1 line contains 32 basic lines, we can still use only 30. Slot number 0 and 16 are
used for servicing particular frames. These two slots also contain the super-frame checksum
(see Figure 3.17).

You can rent either one slot (64 Kbps) or more. The maximum bandwidth for an E1 line is 30 x 64
= 1,920 Kbps. If we rent the whole 1,920 Kbps, then this is known as an undivided E1.

E1 can be connected by two twisted-pairs (120 (), coaxial cable (75 Q), or optical cable.

32 x 8 = 256 bits /125 ms = approximately 2 Mbps

A
v

0[1|2[3[4|5[6]7|8[9]10(11]12|13]|14[15|16(17[18[19[20|21|22[23|24|25[26|27|28[29|30|31

Figure 3.21: E1 super-frame divided into 32 slots of 64 Kbps each
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More often, however, you would rent only n x 64 Kbps. Then the E1 line itself is invisible and in
practice finishes at the provider, where it connects to a multiplexer. Users connect using a metallic
connection, and it is also possible to use modems with base band transmission that are commonly
available for the rate of Mbps (i.e., they are capable of containing the whole E1 line). The user
connects a baseband modem with a V.35, V.24, or X.21 connector.

3.4 LAN

Local networks are used for connecting computers over short distances (from hundreds of feet to
several miles). In local networks, the choice of the physical layer depends on the choice of the link
protocol, especially when considering three types of link protocols: Ethernet, Fast Ethernet, and
Gigabyte Ethernet. The FDDI, Token Ring, and Arcnet protocols are not used widely.

3.4.1 Structured Cables

Structured cables are a comprehensive solution to the low-voltage wiring in buildings. It involves,
especially, phone and LAN wiring. The original idea of joining these cables with the fire and
security signalization has been dropped, since the two will require different security measures.

LAN sockets, phone jacks, and other outlets are distributed in individual rooms within buildings.
These connect to a patch panel placed in the building (see Figure 3.18). As for optical wiring,
optical fibers connect to an optical distribution box.
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Patch panel of telephone
exchange lines

Other buildings < foooooo0o0000 of———

- multimode fiber up to 2-3 km Distribution point of
- singlemode fiber up to 70 km fiber network

Figure 3.22: Cabling in buildings

The patch panel and optical distribution box are usually enclosed together in a rack-mount, along
with active LAN elements or even the phone exchange. The interconnection between active LAN
elements and the patch panel is provided by patch leads.
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The wiring leading from sockets to the patch panel is quite expensive since very often this also
involves building adjustments. Therefore, we should try to do our best in setting the wiring so that
it will not need any additional adjustments. One of the key elements of the philosophy of new
network protocols is using, as much as possible, the existing cabling. Quality cabling originally
created for Ethernet 10Base-T also served the needs of 100Base-TX.

Let's have a look at the following examples of cabling standards (according to EIA/TIA):
e Category 5 (no longer in use) where the supplier guaranteed bandwidth up to 100
MHz, regardless of the protocol used (Ethernet, Token Ring, CDDI, etc.).

e Category 5E also uses bandwidths up to 100 MHz, although it needs new ways of
measuring parameters that might be sometimes stricter.

e Category 6 with a bandwidth of up to 250 MHz.

e (Category 7 with bandwidths up to 600 MHz is proposed. At the time of writing this
book, connector types have not been approved yet, the measuring method has not
been specified, and so on.

There used also to be Categories 3 and 4. Cabling built according to these standards needs redoing.

Polyester ribbon
with aluminum foil

Category 5E Category 6 Category 7

Figure 3.23: Cross section of interconnecting cables

3.4.1.1 Copper Distribution

Copper cabling is composed of twisted-pairs. Rooms are equipped with jacks for the RJ45 connector:
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)
O

— 1

Figure 3.24: The RJ-45 connector
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The RJ-45 connector (sugar cube) contains 8 outlets for 4 pairs. Most often, they are connected
according to the EIA/TIA 568B standard (see Figure 3.25). This connection enables the use of pair
1, for example, as telephone (analog) and pairs 2 and 3 as, for example, Ethernet (pair 4 remains
unused in this case).

1000:010

Figure 3.25: EIA 568B—interconnecting individual pairs

3.4.1.2 Optical Fibers

Optical fibers are composed of two glass layers, each with a different refractive index. One type of
glass is used as the nucleus of the fiber and a different type is used as the wrapper. An optical
beam is transmitted through the nucleus and it bounces within the interface (mirror) formed by the

two different types of glass:

Wrapping (fiber)
Nucleus (fiber)

Light beam

Figure 3.26: Optical fiber

Glass has only little optical resistance for just three light wavelengths: 850 nm, 1,300 nm, and
1,500 nm; therefore, one of these wavelengths is used to excite the beam.

The optical fiber is always a simplex connection, i.e., there is a transmitter on one side and
a receiver on the other. Fiber pairs are required for duplex connections (which is usually the case),
i.e., one fiber in each direction.

Although, the fiber usually has a diameter of 125 um, the nucleus can be of two different diameters:
e 50 um (or 62.5 um): This is called multi mod fiber. Multi mod fibers are excited by
using an LED, although nowadays, lasers are used for gigabyte Ethernets.

e 9 um: This is called single mod fiber. Single mod fibers have a nucleus so narrow
that the beam advances in the parallel direction, i.e., it does not bounce from the
glass interface. This fiber is excited only by using a laser. Single mod fibers are used
for long distance communication.
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Figure 3.27 shows the means of protecting optical fibers. Optical fibers are wrapped in a primary
protection that provides the fiber with elasticity. The fiber is very vulnerable without it. Secondary
protection only increases the level of protection. The secondary protection layer is sometimes
removed, for example, from optical interconnecting cables.
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Figure 3.27: Multi- and single-mod fiber

Working with optical cables that have their secondary protection layer removed is quite
complicated in a usual office environment. In this area, optical fiber with tight secondary
protection (with the diameter of 900 um or 0.9 mm) is quite popular. This type of protection
integrates the primary and secondary protection. These cables are somewhat more expensive,
which makes them a poor choice for long distance cabling, although optical connectors can
connect directly to them.

If cables with primary protection are used, then we also need to use prefabricated optical connectors
fixed onto a piece of optical fiber, known as pigtails. Pigtails are then welded onto the fiber.

) Weld
Fiber — o
Pigtail

Connector

Figure 3.28: Pigtail

Welding two optical cables (i.e., also welding a pigtail) is a whole science. Just imagine the fact
that we have to weld a fiber consisting of two kinds of glass (wrapping and nucleus), which would
simply melt and clog the cable if we used the usual method of welding.
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Weld
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Figure 3.29: Faulty welding of optical fiber preventing the beam from advancing

The fibers need to be welded in a way that does not create any obstacles to the beam. A quality
weld can only be achieved by using a very expensive appliance.

In many cases, trying to avoid welding is much more effective. Instead, we should use fibers with
tight secondary protection, fixing optical connectors onto the fibers and, subsequently,
interconnecting these fibers via optical connectors.

Optical fibers, including primary and secondary protection (or tight protection) are usually stored
in optical cables. Fiber bunches in optical cables are wrapped in Kevlar and all this is encapsulated
in the external layers of the cable. External layers depend on where the cable is placed (floor,
buildings, underwater, etc.).

Cutting the cable constitutes another problem. If it breaks in your hand, its end gets frazzled;
therefore, special tools are used for cutting it. Even then we still need to reface both cut ends as
well as check them using a microscope in order to find out whether all the cracks have been
removed by refacing.

The following figure shows an optical fiber with tight secondary protection and an optical
connector attached to it:

Epoxy

Secondary ti U/\W Cellula |
cover

Fiber | |
Secondary tight .................................
cover Hl/\/\/\/l | RCellula |
—— ———1
Grinded surface
Figure 3.30: The principle of optical connector

The protection has been removed from the end of the fiber. A ceramic ring (ferrule) has been put
into place where the removed protection layer used to be. The end part with ferrule was refaced
and checked under the microscope. Two fibers with their ends adjusted in this way were inserted
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into a cavity facing each other in order to prevent them from shifting. In the cavity, the nucleus of
one of the fibers touches the nucleus of the other one and the light beam can move freely form one
fiber into the other.

3.4.2 Ethernet (10 Mbps)

Ethernet uses four types of interfaces: AUI, BNC, TP, or an optical connector.

3.4.2.1 AUI

AUI (also referred to as I0BASE-5) is an interface (the CANNON 15 connector) onto which the
cable connects the computer with a transceiver. A transceiver is an appliance that originally
transmitted/received signals over the thick coaxial cable of the LAN. There are also transceivers
with thin coaxial cable (the AUI/BNC reduction) as well as transceivers for twisted-pairs (the
AUI/TP reduction). This means that the AUI interface is universal, since it contains the power
source for any possible reductions. On the other hand, the TP/BNC reduction needs to be created
by using an independent repeater with its own power source, which makes it a bit expensive.

3.4.2.2 BNC

BNC (also referred to as 10BASE-2) is an interface used for connections via thin coaxial cable.
The coaxial cable is interrupted in the point of connection. The BNC connector is attached to both
connecting ends using special tongs. Both BNC connectors connect to a BNC T-connector that
connects to the computer.

3.4.2.3 Twisted-Pair

Twisted-pair (also referred to as TP or 1I0BASE-T) is connected via the RJ-45 connector (a "sugar
cube"). The twisted-pair is usually led together with the telephone network to the central patch panel.

For Ethernet, two pairs are used in the RJ 45 connector—one pair for transmitting and the other
pair for receiving. If the Ethernet segment is shared only by two stations that are directly
interconnected via a patch cord, then the pairs must be crossed (i.e., the transmission is crossed
with the reception).
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Connecting patchcord Crossed connecting patchcord

Figure 3.31: TP interconnecting cables
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TP uses two pairs in the RJ45 connector, as shown in Figure 3.32. Note that outlets 4 and 5 remain
free, so it is possible to use them for connecting a telephone (an analog one).

¥ il ¥

Figure 3.32: Connecting the outlets for 10BASE-T or 10BASE-TX
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A segment composed of only two stations is a very interesting one. The network interfaces located
in such a segment switch into the full duplex mode, completely separating the transmission from
the reception. No collisions can occur in such segments (the transmission connects directly to the
reception and no third parties can get involved), therefore, we can achieve rates approaching the
theoretical maximum (10 Mb/s for Ethernet, 100 Mb/s for Fast Ethernet) independently in each
direction. Switched Ethernet is based on this principle. Due to the collision-free traffic in this
segment, the maximum length of the segment can reach up to 45 miles.

Optical Fiber
Ethernet on optical fibers is also referred to as I0BASE-F. As a rule, a pair of optical fibers is
used—one in each direction of communication.

3.4.3 Fast Ethernet (100 Mbps)

Fast Ethernet connects via twisted-pair (100BASE-TX) or an optical connector (100BASE-FX). The
only difference when compared with the usual Ethernet is just the quality of wires. The current
distribution system is of at least grade 5 quality, so the introduction of fast Ethernet is not a problem.

3.4.4 Gigabyte Ethernet (1 Gbps)

Gigabyte Ethernet is standardized for optical appliances and for twisted-pairs (four pairs). When using
twisted-pairs, whether category SE or 6 cabling has been used is of great importance. For the SE
category, duplex distribution on all four pairs is used. As for category 6, full duplex transmission is
used, i.e., two pairs are reserved for reception and the other two for transmission.

When using duplex transmission (5E category), all four pairs need to transmit as well as receive.
As a result, the circuits tend to be more complicated, expensive, and prone to errors. This raises
the question whether we are better off changing the cable as opposed to buying expensive
interfaces. Anyway, it is a reason for preferring cabling in category 6.

Single mode fibers should comply with the 100BASE-LX standard. They are excited by a laser of
frequency 1,300 nm with a maximum segment length of 1.2 miles. (Single mode fibers in fully
duplex segments are up to 25 miles.) The same standard is applicable to multimode fibers up to
450 yards.

The 1000BASE-SX standard is used only for multimode fibers. This standard is excited by a laser
of 850 nm and works for distances up to 25 yards.
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There are many link protocols. In this chapter, we'll take a closer look at Serial Line Internet
Protocol (SLIP), Compressed SLIP (CSLIP), High-level Data Link Control (HDLC),
Point-to-Point Protocol (PPP), Frame Relay, and Ethernet.

4.1 Serial Line Internet Protocol

Serial Line Internet Protocol places IP packets directly into the serial line. In order to control the
line, escape sequences are placed between data (analogous to communication between a computer
and a printer).

SLIP protocol is specified by the standard RFC 1055. SLIP is a very simple protocol, which is
used to transfer packets of the network layer.

IP datagram
co DB
END - ESC LUESC . END

Figure 4.1: SLIP protocol frame

Each protocol frame begins and ends with a flag. In the case of SLIP protocol, the flag is known as
END (CO0,6). Most implementations of SLIP place an END flag at the beginning as well. If the
byte CO;6 appears in the transferred data, it is substituted with a SLIP escape sequence couplet—
DB,DC¢ (not the ASCII Esc-sequence 1Bs)—and if the byte DB 4 appears it is substituted with
the couplet DB]éDD]G.
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SLIP protocol is very simple, but there are a few negative aspects to it as shown in the following
bullet list:

e  SLIP protocol does not ensure error detection during transfer. That's why it is
recommended to use error detection on at least the modem level—for example,
according to the V.42 recommendation—otherwise error detection would not be
ensured at all. (The IP protocol has a checksum only on headers and the checksum in
UDP is not obligatory.) That's why it's dangerous to place DNS servers and NFS
servers, which don't have the checksum turned on in a UDP datagram, behind lines
using SLIP.

e The SLIP frame does not carry any transfer protocol information concerning the
network layer. That's why it's possible to transfer only one network protocol at any
given time. This means it's not possible to mix, for example, IP packets with IPX
packets on the same line. There is a problem with ARP as well. When we have a PC
behind a line using SLIP, we won't get the effect ‘as if the PC were on the LAN'
using an ARP proxy.

e It's not possible for both ends to, for example, inform each other about their IP
address or other configuration parameters.

e It's not possible to use SLIP on synchronous lines.

Thanks to its ease of use, SLIP has an advantage as well. As it provides almost no services, it
transfers a minimum of service information, so it's often favored on less error-free and slower
serial lines.

4.2 Compressed SLIP

The variant of SLIP with compression is called Compressed SLIP (CSLIP). CSLIP, specified
by RFC 1144, reduces 40 bytes of headers from the TCP and IP protocols (20 from TCP and 20
from IP) to anything between 3 and 16 bytes. It is the TCP header and the IP header that are
compressed, not the data!

It's possible to use the same TCP and IP header compression with the PPP protocol. In contrast to
CSLIP (where both ends of the connection have to be configured for the header compression in
advance), when using PPP, one end of the connection offers the possibility of compressing the
header to the opposite end of the connection—if both ends agree, they will then use compression.
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Figure 4.2: IP and TCP header compression can be set when configuring PPP protocol in Windows XP

Even though we are talking about the compression of the header, it's not actually the same

compression that we are used to, for example, with the ZIP program. This is not a question of
data compression.

The idea is that the author of the TCP/IP header compression (Van Jacobson) had thought about
the TCP and IP headers (see Figure 4.3) and found out that a lot of data in the header doesn't
change or changes just a little during a TCP connection. So it was possible to transfer just the
changed items in the TCP and IP headers or even their increment (delta). Actually, only the
following items are changed: IP datagram identification, the sequence number of sent bytes, the
sequence number of received bytes, some attributes, window size, TCP header checksum, and the
urgent pointer. Changes in other items are rare. The whole header items, the IP datagram length,
and the header checksum, are unnecessary.
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0 8 16 24 31
IP version | Header Service class Total IP packet length
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Time to Live (TTL) Next level protocol Header checksum (checksum)
8 bits (protocol) 8 bits 16 bits
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Urgent pointer
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Figure 4.3: IP and TCP headers

The header compression (as described in RFC 1144) will compress the header only in the TCP
protocol and when only the items listed earlier are changing. In other instances (for example,
ICMP packets, UDP datagrams, or IP-datagram fragments, or when some of the RST, SYN, FIN
flags are set, or when the ACK flag is not set, etc.), compression will not occur and the
uncompressed frame is transferred by the line.

When the sender wishes to transfer a TCP packet, the packet is passed through the component
labeled Compressor on the sender side in the following figure:

Compressor \/\/

Slots (0-225)

Sender

Line

Decompressor TCPAP

Slots (0-225)

Receiver
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Fig. 4.4: Compressor and decompressor
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The compressor then either compresses the packet or sends it unchanged. There is a decompressor
on the recipient side, which reconstructs the compressed packet into the original one.

The compressor compresses individual data flows (individual connections). For each data flow
a slot is kept, in which there is all the information from the TCP and IP headers necessary for both
compression and decompression, i.e., reconstruction, of both headers.

Now let's consider the situation when the sender's packet has arrived at the compressor. The
compressor first examines whether the packet can be compressed or not. If the packet cannot be
compressed (for example, it is an ICMP packet, UDP datagram, or [P-datagram fragment, or when
any of the RST, SYN, FIN attributes are set, or when the ACK attribute is not set, and so on),
compression will not be done, and the uncompressed frame is transferred by the line. If the packet
can be compressed, the compressor starts searching its slots for a TCP + IP header for the data
flow to which the packet belongs.

Two situations may occur:

e The appropriate TCP + IP header is found in none of the slots. The packet is
therefore the first compressible packet of a new connection (the very first packet of a
new TCP connection has the attribute SYN set and therefore cannot be compressed).
In that case, the compressor inserts the TCP and IP headers into the first free slot it
finds. If there is no free slot available, the compressor uses the slot that has not been
used for the longest time. The compressor does not compress the packet, but only
changes the value 6 (for TCP protocol) in the 'higher-layer protocol' field to the
number of the slot used.

e  The compressor finds the TCP + IP headers corresponding to the preceding packet
for this connection in slot number N. The compressor has found that this packet
corresponds to connection N. In that case, the compressor compresses the packet.

s o I NIEH N SN

1 : Slot number (Connection number) - N

TCP checksum

W N

Urgent pointer - U
Increment of window size - W

© Increment of acknowledgment data - A

. Increment of IP-packet identification - |

DATA

Figure 4.5: Compressed header

The structure of a compressed packet is shown in the figure above (optional items are dotted). The
TCP and IP headers of the packet have been compressed. The compression does not pertain to the
data part of the packet.
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A compressed header contains a mask in the first byte. This is because the individual bits of the
mask specify which items of the original packet's header have changed. That is why the whole
items or their increments must be transferred as part of the compressed header. If a flag is set, then
the compressed header includes that particular item; if it is not set, then the corresponding item is
not included into the compressed header.

The TCP header checksum is always transferred.
The individual bits of the mask are as follows (see Figure 4.5):

e N stands for the slot number. The slot number is optional; the assumption is that
where it is not stated, it is identical with the slot number of the preceding compressed
packet transferred by the line. The length of the slot number is 1 byte (i.e., its value
is in the 0-255 interval). This is because the slot number is transferred between the
compressor and the decompressor in the higher-layer protocol field, whose length is
just 1 byte.

This is why a maximum of 255 connections can be compressed on a line at the same time.
This makes compression suitable for lines connecting PCs to the Internet rather than for
connecting backbone routers.

e U stands for urgent pointer. It signals that the urgent data pointer field of the packet
has been filled in.

e wstands for increment of window size. The compressed header does not transfer the
value of the whole window, but just its increment. Where the increment is negative
or exceeds 64,000 (i.e., surpasses 2 bytes), the packet is not compressed. The same is
the case with the A, s, and 1 bits.

e  Astands for increment of acknowledged data.
e s stands for increment of sent data.
e 1 stands for increment of IP packet identification.

e P stands for the PUSH flag. This attribute differs from the rest by not having any
corresponding item in the compressed header. If the flag is set, the PUSH flag in the
TCP segment header of the original packet is also set.

The compressed header's form depends on its length, which may be one of the following types:

o  Compressed headers do not transfer null values of items. For example, when the
increment of sent data is unchanged, i.e., if the increment has a null value, then the
increment of the sent data item is not included in the compressed header.

o If the value of the compressed header item is between 1 and 255, then it is
transmitted in one byte.

e Ifthe value of the compressed header item is greater then 255 and less than 65,536,
then it is transmitted in three bytes where the first byte is 00. (The fact that the zero
is not transferred is used to signal that three bytes were spent on the item.) For
example, the maximum value possible (65,535) is stored in hexadecimal notation in
three bytes as 00 FF FF.
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Although the TCP connection is fully duplex, TCP and IP header compression is entirely independent
in either direction, i.e., it is treated as if there were two independent simplex connections. Strictly
speaking, it is the data flow rather than the fully duplex TCP connection that is being compressed.

Should a compressed header have the A, W, and U flags set simultaneously, the packet does not
have a normal compressed header. This case is an exception reserved for Telnet, rlogin, and some
other protocols. With these protocols, compressed headers consist of the mask with the A, W, and
U flags set and the checksum, i.e., the compressed header has 3 bytes only. In this case, when a
key of a terminal is pushed, only 4 bytes instead of 41 bytes are transferred (3 bytes of the
compressed header plus 1 byte of data). For details, please refer to RFC 1144.

IP header compression has already been improved to such an extent that even protocols other than
TCP protocol (for example, UDP or IP version 6) can be compressed. This new specification is
dealt with in detail in RFC 2507 to RFC 2509.

4.3 High-Level Data Link Control Protocol

High-level Data Link Control (HDLC) protocol provides error detection and data stream control.
HDLC is governed by the following standards: ISO 3309, ISO 4335, ISO 7776, ISO 7809, ISO
8471, and ISO 8885.

HDLC was derived from the SDLC protocol created by IBM. SDLC was used for synchronous
transfer. Today, SDLC is mostly understood as a subset of HDLC, even though not all of the
options of the SDLC protocol were included in HDLC.

Later, the HDLC standard was extended for asynchronous transfer as well. The asynchronous
variant of HDLC is usually used by the PPP protocol that is described in Section 4.4. From now
on in this chapter, we will assume synchronized, bit-oriented transfer on a physical layer.

HDLC is a very extensive standard with a large number of options (many of them are optional or
even mutually exclusive). Single producers usually utilize only a part of this standard and create a
lot of details according to their own requirements. That's why implementations of HDLC by, for
example, Digital and from CISCO (or other companies) aren't compatible with each other. That's
why most of the companies today are distributing programs not only for their own HDLC
implementation, but also for the implementations of their most important competitors as well. So
you could hear about CISCO HDLC, DEC HDLC, and so on.

A device attached to a data link that handles data link protocol functions is called a station. The
data link connecting stations can be either balanced or unbalanced. An unbalanced link connects
two or more stations. One of the stations is designated a primary station while all the others are
secondary ones. In the case of unbalanced data links, the primary station sends commands and the
secondary stations send replies. A balanced data link connects only two stations, either of which
can start the transmission at any time.

HDLC protocol uses the following modes:

e Asynchronous Balanced Mode (ABM) is used to connect two stations with a fully
duplex connection. This means that both stations can transmit at the same time,
without making the line busy. Currently, this is the most commonly used mode.
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Normal Response Mode (NRM) is used to support unbalanced data links to connect
two or more stations using half-duplex connection (switching duplex between
transmission and reception). A common transfer medium is used for the reception

and transmission of data—you can either transmit or receive at any one time. One of the
stations is a primary station and the others are secondary. A secondary station cannot initiate
transmission without receiving permission from the primary station first. The primary
station uses polling do determine which secondary stations wish to transmit and assign
permission to a single station to transmit at a given time. Only the primary station can
transmit without permission. Other stations can transmit only when they have been given
permission from the primary station. The Poll/Final (P/F) bit in the control field of an
HDLC frame sets the permission. This mode is used rarely on the Internet. We won't take
a closer look at it—it's listed here mainly as a means of explaining the meaning of a P/F bit.

In Asynchronous Response Mode (ARM), each station performs the function of
both a primary and a secondary station. ARM is very rare at present.

Asynchronous Balanced Mode (ABM)

»
»

Station P Station

Normal Response Mode (NRM)

Primary
station

A A

4 y
Secondary Secondary
station station

Figure 4.6: ABM and NTM

The HDLC frame format is shown in the following figure:

Header Trailer

) » 4 »
< » < »

Address | Control
field field Data Checksum

Figure 4.7: HDLC frame

4.3.1 Flag

The flag delimits an HDLC frame, which means that each HDLC frame begins and ends with a
flag. In the communication line, sequences of flags might appear. When two flags arrive, one after
another, they define an empty frame—which is not processed.
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A flag consists of 8 bits: 0111 1110. Six 1s in a row indicate a flag. You can easily argue that a
transferred character could have more than six consecutive 1s. But a bit-oriented synchronous
version of HDLC uses a trick. On input, whenever data contains five 1s in row, a 0 is automatically
added after these 1s. Logically, on the output, when there is a zero after five 1s, this 0 is omitted. If
there's a 1 and not 0 after these s, it's the flag. This technique is called bit stuffing.

This technique is possible only in bit-oriented transfer when a stream of bits is transferred; in
character-oriented transfer, this technique is not possible because the number of bits must be divisible
by the length of the character (usually 7 or 8 bits). Adding an extra bit would disobey this rule.

4.3.2 Address Field

The address field is 8 bits long. It stands for the address of the station to which the frame is
supposed to be delivered. It's evident that this field has its usage in NRM mode (or SDLC
protocol) when often more than two stations are communicating. But it's highly desired; that's why
it appears in all of the HDLC mutations. For the purpose of completeness, let's say that PPP uses,
for example, a 1111 1111 value, which is broadcast. An address field in this sense (within HDLC)
doesn't have anything in common with an IP address. It's a link address.

4.3.3 Control Field

The control field is the most complicated field. The control field is 1 or 2 bytes in length. The two
lowest bits of the control field differentiate three types of HDLC frames:

e Information frames or I-frames (in which the lowest bit is 0) are primarily used for
data transfer. But they can carry control information in their control field as well (for
example, positive confirmation of a received frame).

e  Unnumbered frames or U-frames (in which the two lowest bits are 11) are used not
only to transfer data, but also for many control functions as well (for example,
beginning an initializing dialogue, line control, and diagnostics).

e Supervisor frames or S-frames (in which the two lowest bits are 10) are used to
control the data stream (for example, sending a request, confirming an I-frame, and
so on). S-frames are used together with [-frames after the link is initialized. S-frames
usually don't contain any data fields.

The control field within U-frames has 8 bits. Within I- and S-frames, it can have either 8 or 16
bits. In the following figures, the 16-bit control field is used, which is enhanced mode.

ABM and NRM modes usually use an 8-bit control field. Enhanced modes with 16-bit control
fields are usually called ABME or NRME.

What is omitted in an 8-bit control field? Only 3 bits for numbering N(S) and N(R) are used,
which means that frames are not numbered modulo 128, but just modulo 8.
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4.3.3.1 I-Frame

The N(S) and N(R) fields in an I-frame are used for numbering the frames. They're numbered
from 0 to 127 (the highest possible number with 7 bits). After reaching 127, the counting starts
from 0 again. N(S) defines the number of a sent frame. The N(R) field, on the contrary, is used for
received frame confirmation. Since the communication is duplex (two-way), correctly received
frames are confirmed in the opposite direction.

16 bits

A
v

=z
&
~
=
e

The
lowest bit

Figure 4.8: I-frame

When sending data in the opposite direction is not necessary, an S-frame is used for received data
confirmation (using the RR command). If the received frame is found to be incorrect after checking
the checksum, an S-frame is used to ask for a repeat of the transfer (using the REJ command)—a
negative confirmation. This S-frame will repeat the number of the last correctly received frame
within its N(R) field.

It's possible to confirm frames one by one. But that prolongs the response time because you have to
wait for every frame to confirm. That's why frames are usually confirmed with the help of a window.

When, for example, the window equals three (see Figure 4.9), then after three packets are sent, the
sender waits for the confirmation of the first one. After confirming the first one a fourth one is
sent, after confirming the second one a fifth one is sent, and so on. It's necessary to keep the whole
window of unconfirmed frames in the buffer memory of the sender, in case repetition of a
damaged or lost frame is requested.

N(S)=0 >
N(S)=1 >
N(S)=2 >

« N(R)=0
N(©S)=3 >

< NR)=1
N(S)=4 >

Figure 4.9: Window equals 3
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The P/F bit is important for the NRM mode of HDLC. A primary station in NRM mode allows a
secondary station to transmit data by setting this bit on P (Poll). The secondary station lets this bit
remain set during transmission, to signal that the station wants to continue the transmission. With
the last transmitted frame, the bit is set on F (Final).

4.3.3.2 S-Frame
16 bits
T T Je |
N(R) / Unused Command oIS
N I N I F |

The
lowest bit

Figure 4.10: S-frame

An S-frame can confirm a correctly received frame in the Command field. It can carry the
following commands or responses:

e RR (Receiver Ready) informs the other side that the receiver is ready to accept
I-frames, or it's used like a signal that the line is free again (if it was busy before). It
can also be used to confirm the number of the last correctly received frame (as was
mentioned in the [-frame description).

e RNR (Receiver Not Ready) informs the other side about a temporary inability to
receiving I-frames and confirms the frames received until now at the same time.

e REJ (Reject) informs the other side that a damaged frame has been received. It is
used either as a command or as an answer requesting repetition of the transmission.

4.3.3.3 U-Frame

8 bit
[ Pl |
Command | / Command [k BT
|| F |

The
lowest bit

Figure 4.11: U-frame
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U-frames can carry both data and commands/responses:

e SABM (Set Asynchronous Balanced Mode) sets the line to ABM mode with an 8-bit
control field.

e SABME (Set Asynchronous Balanced Mode Extended) sets the line to ABM mode with
a 16-bit control field; it's the version of HDLC that we described earlier.

e SNRM (Set Normal Response Mode) sets the line to NRM with an 8-bit control field.

e SNRME (Set Normal Response Mode Extended) sets the line to NRM mode with
a 16-bit control field.

e  UA (Unnumbered Acknowledgement) is used for SABM, SABME, SNRM,
SNRME, and DISC confirmation.

e DISC (Disconnect) when used within dial-up lines is a hang-up request. Within
leased lines it enables you to cancel the operating mode (the actual set up).

e DM (Disconnect Mode) is used for positive DISC confirmation.

e FRMR (Frame Reject) is used to indicate an incoming damaged frame, when it's not
possible to correct by retransmission. After receiving FRMR, you begin again with
setting up the line mode, that is with one of the following commands: SABM, SABME, SNRM,
and SNRME. The beginning of the data part of the packet contains 2-3 byte fields with the
error code (for example, error in the control field of a frame, error in the information
field, frame capacity exceeded, error in the received frame sequence, and so on).

e XID (Exchange Station Identification) commands and responses are used for the
beginning initialization sequence, when the stations agree on checksum length,
transferred higher-layer protocol, and so on.

e  UI (Unnumbered Information) is used for unnumbered data frame transmission.
These frames can contain transferred protocol specification at the beginning of a data
field, so it's possible to mix different protocols (such as IP and IPX) within one line.

Line Set: SABM >
< UA
Line Disconnect:
DISC >
< DM
Line Reset:
FRMR >
< SABM
UA >

Figure 4.12: Examples of HDLC handshakes

4.3.4 Data Field and a Transferred Protocol Type

The data field (officially called information field) contains either transferred data or control
information. A data field may be omitted. Most implementations of HDLC require the data field to
be some multiple of 8 bits.
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The HDLC-frame header doesn't enable the option of higher-layer protocol specification. This
means that it doesn't enable, for example, mixing IP frames with IPX. And the choice of protocol
happens in the beginning initialization dialogue. These restricts apply to numbered frames; it's
possible to put the protocol specification at the beginning of a data field with unnumbered frames.

4.3.5 Checksum

The Frame Check Sequence (FCS) also called checksum is calculated from the transferred data,
the address, and control field, and is usually 32 or 16 bits long. The recipient also calculates

a checksum from an incoming frame and compares it to the checksum from the frame it received.
If they are the same, it can assume that the incoming frame has been transferred correctly. If not,
in the case of numbered frames, it can ask for transfer repetition. The definition of which
checksum is going to be used is part of the initial dialog between the stations during the
connection initialization (with the help of the XID command).

4.3.6 HDLC Protocol Summary

HDLC is an advanced link protocol, which enables the following:

e  Checking for damaged frames with the help of a checksum.

e Requesting frame transfer repetition after receiving a damaged numbered frame
(unnumbered damaged frames are discarded).

e  Mixing different network protocols within one line with the help of unnumbered
frames; but in this case retransmission isn't possible.

In HDLC protocol the line can be in the following states:

e  Down (no communication)
e  Setup (only U-frames can be used)

e  Up (the state of data transmission having regular conditions, only I- and S-frames are
transferred—U-frames are not used for data transmission)

e Disconnecting (only U-frames are transferred)

4.4 Point-To-Point Protocol

Almost every Internet user will sooner or later come across PPP. It's precisely the protocol that
gives you trouble when you want to connect your PC to the Internet through a dial-up line or
ADSL line. PPP most often uses frames similar to those of HDLC protocol. However, it doesn't
use all the possibilities that HDLC offers by far. But perhaps it introduces even more new features.

The basic features of PPP are as follows:

e  On the physical level, it is able to use an interface in accordance with the
recommendations V.24, V.35, and so on. It doesn't require any control signals (RTS,
CTS, DCD, DTR, etc.). However, control signals can be used to enhance its efficiency.
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e It can use both asynchronous and synchronous (bit or character) data transmission.
e  For asynchronous transmission, it uses 1 start bit, 8 data bits, and 1 stop bit (no parity).
e It requires fully duplex (two-way) point-to-point leased or dial-up lines.

e Asarule, it uses 16 or 32 bits for a checksum to detect whether the frame was
damaged during transmission.

e The aim of PPP is to allow the transfer of several network protocols at the same time
through one line (to mix protocols). It doesn't use I-frames, only U-frames.
Therefore, it cannot number the frames nor repeat them if it detects damaged ones.

e At the beginning of the data field, it places an 8-bit or 16-bit identification of the
transmitted network protocol.

PPP is specified by RFC 1661. The form of a PPP frame, encapsulated in a way similar to HDLC,
is specified by RFC 1662. Figure 4.13 shows a PPP frame structure. The Protocol field specifies
the transmitted protocol.

Header Trailer
Address | Control
FF field 03 Protocol Data Checksum
1 byte 1 1 2 2 1
Cc021 LCP
C023 PAP
8053 ECP
8021 IPCP
0021 IP packet

Figure 4.13: PPP frames

In addition to the encapsulation of a PPP frame similar to HDLC, other methods of PPP
encapsulation are also specified. For an example of Frame Relay encapsulation or
Ethernet encapsulation, see RFC 2516.
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However, let's go back to HDLC encapsulation. A PPP frame contains a value of FF 4 (broadcast)
in the Address Field and always contains the value of 03¢ in the Control Field (U-frame with

the P/F bit set to 0). If only frames with this Address and Control Field are in the line, then both
ends of the line can use Address-and-Control-Field-Compression option. If this option is used,
both fields are simply left out during the transmission.

Let's describe the flag. Flags are at the beginning and the end of each PPP frame. The flags contain
binary 0111 1110, i.e., 7E¢. But what if the 7E character must be transmitted within the data? In
binary synchronous lines, we have described the technique of bit stuffing (see Section 4.3.1).

In asynchronous connections (also in character synchronous lines) escape sequences will be used
(as in the SLIP protocol). The 7E character will be replaced by a 7D 5E couplet and the 7D
character will be replaced by a 7D 5D couplet.

Implicitly, the 7D escape sequence also introduces all ASCII control characters (characters from
the ASCII table with a decimal code smaller than 32). Moreover, 32 (i.c., 20;¢) is added to the
value of these characters. For example, 7E23 4 is transmitted instead of character 03. As a result,
even the terminal driver cannot damage the transmitted characters by wrongly interpreting them
as, for example, BELL, BAKSPACE, and so on. Maybe you were surprised by the word
'implicitly' at the beginning of this paragraph. However, using the Async-Control-Character-
Map (ACCM) option, both stations can agree on the table of characters that will be introduced by
an escape sequence.

In binary synchronous lines, escape sequences are not used. However, this is not always the case.
Escape sequences can be found also in binary synchronous links. Why? If there is a need to
convert a transmission from asynchronous to bit synchronous (and vice versa), escape sequences
pass from asynchronous to synchronous transmission as characters. When answering, the
synchronous side must add escape sequences to synchronous data, so that it is possible to
communicate with the counterpart after the conversion. Therefore, synchronous stations can use
the ACCM option as well. Such a conversion is used, for example, when a synchronous line is
connected to a PC and an autosynchronous modem is used. It means that asynchronous
communication comes out of the PC and in the autosynchronous modem, where it is converted
into synchronous communication.

Five types of service protocols that are a part of PPP are as follows:

e LCP, which establishes a connection.
e  Protocols responsible for authentication (PAP, CHAP, EAP, and so on).
e  Protocols for call-back.

e  Other protocols: protocols for data encoding, protocols for data compression,
Multilink Protocol, Bandwidth Allocation Protocol, and so on.

e  The NCP protocol group. Each network protocol that uses the PPP link protocol has
its own standard for NCP. The protocol number of the protocol is always a part of
this standard, and it is used in the Protocol field for the particular NCP protocol (the
number always begins with the digit 8) and for data frames (the number begins with
the digit 0). Among others, there are the following NCP protocols:
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o IPCP (protocol number 8021 ) is a variant of NCP for IP version 4.
IPCP is specified by RFC 1332. Data frames use the value 00214 in
the Protocol field.

o IPV6CP (protocol number 8057,¢) is a variant of NCP for IP version 6
(RFC 2023). Data frames transmitted by IP version 6 use protocol
number 0057 6.

o SNACP (protocol number 804D), i.e., NCP for IBM SNA (RFC
2043). Data frames use protocol number 004D;s.

o DNCP (protocol number 80274), i.e., NCP for DECnet Phase IV
(RFC 1762). Data frames use protocol number 0027.

o IPXCP (protocol number 802Bs), i.e., NCP protocol for IPX (RFC
1552). Data frames use protocol number 002B.

o  OSINLCP (protocol number 8023¢), i.e., NCP for OSI protocols, for
example, protocols ES-IS, IS-IS, etc. (RFC 1377). Data frames use
protocol number 0023 .

4.4.1 Dialing a Phone Line

Before we begin to describe the individual protocols of the PPP family, let's have a look at the actual
dialing of a line. Practical problems often appear even before the actual PPP connection is established.

In Windows there are, for example, options that allow you to open the terminal window. The
terminal window can be opened at two specific moments:

e Before the modem starts dialing. At this moment, the user can type commands into
the terminal window to control the modem (for example, the AT command). The user
can specify a dialed phone number manually (for example, ATDT123456789 in the
case of phone number 123456789) and monitor how the modem works.

e  After the phone circuit is established, i.e., the modems on both sides are switched
into data mode.

If the phone circuit is established, the users can find themselves in either of the two situations:

e  The other side waits for only PPP communication (in the terminal window only
gibberish is shown, i.e., frames with a Configure-Request command in binary form).
This situation happens, for example, when establishing communication with
Windows servers. The only reasonable thing to do in such a situation is to close the
terminal window and to continue communication by PPP.

e The other side awaits the terminal dialog. This situation is common, for example, in
UNIX servers or CISCO boxes. The user is asked to enter username and password.
Again, two situations can happen:

o The user enters a username that can work interactively in the given
system, then a command line of the given operating system appears
and the user can work as he or she is used to on this system. The user
can also activate PPP by the ppp command (gibberish appears again);
close the terminal window, and leave the line for the computer to
communicate by PPP.
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o The user cannot work interactively in the given operating system. After
entering the correct password, PPP is automatically activated. The only
thing to do for the user after his or her authentication is to close the
terminal window and continue communication by PPP.

In both cases the user had been authenticated; however, with a terminal
dialogue, not PPP.

After establishing the phone circuit, the terminal window can be set according to the settings of a
particular dial-up connection. In HyperTerminal, open the Properties window of a particular dial-
up connection and then choose the Connect To tab. Afterwards, press the Configure... button. In
the Advanced tab, check Bring up terminal window after dialing.

4.4.2 Link Control Protocol

Link Control Protocol (LCP) is used before the question of which network protocol will run
through the line is even considered. LCP (unlike NCP protocols) is a common protocol for all
network protocols. The function of LCP is to establish a connection, terminate a connection,
negotiate an authentication algorithm, and so on. The line gradually undergoes the following
phases: establishing a connection, authentication, network protocol, and disconnection as shown in
the following figure:

Connection | Opened

Li”y opening
4 Down

Fail
Disconnected RSP Yo
Other

,,,,,,,, protocols

4
. Connection
Line Down closing W
Y Protocol UP
Closing Network Protocol UP
protocol Protocol UP

Figure 4.14: Individual link phases in PPP

Link Disconnection is always the starting and ending point of your session. If any external event
happens (for example, the modems lose their connection or the network administrator issues a
command to terminate the connection), the line switches to this phase.
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This disconnection phase leads to an Connection opening phase. The connection is opened through
an exchange of configuration packets. No data packets (i.e., network protocol packets, for example,
IP) are transmitted during this phase. If a data packet appears during this phase, it is discarded. The
aim of this phase is to establish connectivity between both ends of the line.

Authentication is the phase during which the client proves its identity. The word client is used on
purpose. You might be asking yourself, "Who's the client here?" The client is the side (station)
that is asked to prove its identity. After proving that station's identity, the stations can then
exchange their roles, and the other side can be asked to prove its identity. In practice, only one
side usually proves its identity (for example, a PC user against an Internet provider).

Authentication is not compulsory and can be skipped. During the process of authentication, again,
no data (i.e., network protocol) packets can be transmitted.

Authentication only transmits the data that is used as the actual proof of identity. This means that
LCP doesn't describe any authentication algorithm; it only transmits data, which is then used by
the authentication protocols. Password Authentication Protocol (PAP), Challenge-Handshake
Authentication Protocol (CHAP), and similar protocols are used as authentication protocols.
Additionally, as a rule, terminal authentication is also possible.

After the authentication phase, both ends (peers) can agree to do a call back using the call-back
protocol. After this the connection is established again and another authentication phase is possible.

If a connection is established (line is up), further protocols can be activated. Mostly, however, they
are activated immediately after the authentication phase. By using these protocols, both ends can
agree on things like transmission encoding, data compression, spreading of bandwidth over
several phone lines (Multilink Protocol), dynamic bandwidth allocation to several phone lines if
needed (Bandwidth Allocation Protocol (BAP)), and so on.

The phase described in Figure 4.14 as Network protocol can contain in itself a whole range of
steps. At this point, the individual NCP protocols take over. Each network protocol that wants to
use the line must set the line to an open state for this particular protocol with the help of its own
NCP. Data packets of a network protocol for which the line is not open will be discarded.

For example, if both IP packets (version 4) and IS-IS protocol packets are to be transmitted by the
line, the line must be opened twice during this phase: once using IPCP protocol and a second time
using OSINLCP. Data of a particular network protocol can start being transmitted only after the
line is open for this particular network protocol. The line can be open for several network
protocols at the same time.

Connection termination is the last phase. During this phase all packets, except for LCP packets,
are discarded. Connection termination is also signaled to the physical layer. The physical layer can
react, for example, by hanging up the dial-up line.

The LCP frame format is shown in Figure 4.15. It is important to emphasize that all of the PPP
family's control protocols will have similar frames that consist of the Code Identification (ID),
Length, and Option fields (for example, command parameters).
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<

<

Header Trailer
» «——
Address Cgir;tlrdol Protocol Data Checksum
C021 Code ID Length Options
Length Length
Type 1st option Data Type 2nd option Data

Figure 4.15: LCP Frame Format

The 8-bit Code field specifies the type of command (or reply) of LCP:

Code Code Name Description

1 Configure-Request  Configuration packet carrying requests to change implicit line parameters.

2 Configure-Ack Configuration packet with positive confirmation of requests to change
implicit line parameters, i.e., all the requested changes to parameters are
identified and accepted.

3 Configure-Nak Configuration packet with the response that the opposite side did identify
all options, but didn't accept all of them. The ones that were not accepted
are specified in this packet and their alternative values are proposed.

4 Configure-Reject  Configuration packet that refuses all requests. This can also be a result
of an invalid option code, for example, the request was not identified.

5 Terminate-Request  Request for connection termination.

6 Terminate-Ack Confirmation of the request for connection termination.

7 Code-Reject Request refused due to an unknown code. It can also occur when the
opposite station uses a different protocol version.

8 Protocol-Reject The opposite side does not support the given protocol.

9 Echo-Request Test loop support on the link level.

10 Echo-Reply Compulsory response to Echo-Request.

11 Discard-Request Discards the packet. This is used to test the line load, i.e., the sender
generates an artificial line load using these packets.

12 Identification This is an extended option containing a 4-byte magic number and a text

of a variable length. The meaning of the magic number is similar to the
Magic-Number option. The text can contain, for example, the type of
hardware, the version of software, and so on.

Table 4.1: Code names
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The 8-bit ID field is the request identification. The sender generates the request identification into
this field and the receiver copies it into its response. This field is used to couple a response to the

given request.

The 16-bit Length field contains a number that states the sum of the lengths of the following
fields: code, ID, length, and options.

The Options field contains individual requests (or responses) to change implicit line parameters.
This field consists of one or more options. Individual options are placed in a sequence, as shown
in Figure 4.15. The Type and Length fields are both 8 bits long.

The following table presents some of the options:

Type Option Name

Description

1 Maximum-Receive-
unit

2 ACCM (ASYNC.MAP)

3 Authentication-
Protocol

5 Magic-Number

7 Protocol-Field-

Compression

8 Address-and-
control- Field-
Compression

Using this option, the stations can agree on a frame length (MTU) longer
than 1,500 bytes (all stations are obliged to transmit frames of at least
1,500 bytes). The Data field of the option then specifies the length of
the frame.

Four bytes of the Data field, i.e., 32 bits, are used to specify which
control characters (the first 32 characters of ASCII table) are replaced by
an escape sequence (7D1¢) and the value of the actual character
increased by 32 (204¢). If, for example, the 5th bit in the 32-bit string is
set to 1, then 7D254¢ will be transmitted instead of the character 05. If
there is no risk of misinterpretation, then, as a rule, both sides agree on
an ACCM that consists of zeros only.

Request for authentication by a specific authentication protocol. For
example, for PAP the Data field of this option contains hexadecimal
C023, for CHAP it contains C223, for EAP it is C227, and so on. When
dealing with CHAP, this option, in addition to protocol ID (C223), also
carries a one-way function identifier: 05,5 for MD5 algorithm, 80+ in the
case of the MS CHAP protocol in version 1 (which uses MD4 algorithm),
814 in the case of MS CHAP protocol version 2.

This contains a random 4-byte magic number that serves to detect the
feedback (loop) in the line. If the recipient receives a Configure-Request
with the magic number filled in, it finds out whether by chance the previous
Configure-Request had the same magic number. If so, it is probably a case
of feedback. In this case, it generates a different magic number for its
response. If it is not a case of feedback, it copies the original magic number
into its response. Some PPP implementations repeat the first frame in the
line until they receive the first response. By presenting the same magic
number, they signal that it is a case of frame repetition.

Compression of leading zeros in the protocol number. The PPP frame
contains a 2-byte field that specifies the type of protocol (e.g., 00214 for
IP-datagrams). At the beginning of communication, it must always be

a 2-byte field. After the confirmation of Protocol-Field-Compression, a
1-byte field is used, i.e., the first byte is left out if it contains 0.

In PPP frames, the Address field always contains the value FF and the
control field always contains the value 03. After the Address-and-
Control-Field-Compression is confirmed, the sender leaves out this field
and the recipient automatically fills it back in.
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Code Option Name Description
13 Ccall-Back Request for call back. After the confirmation of this request, the
authentication phase should be carried out and the LCP dialog should
lead to hanging up the line, after which the second end of the line
establishes a connection. The data field of this option includes the phone
number type (phone address type). As a rule, it contains the value 06,
i.e., it will be negotiated by CBCP (see RFC 1700).
17 Multilink-MRRU Confirmation of this option signals that the system has MP protocol
implemented. The data field of this option contains the maximum packet
size that the system is able to rebuild (see Section 4.4.5).
18 SSNH Request to shorten the MP header from 4 to 2 bytes (see Section 4.4.5).
19 Multilink- Explicit identification of the computer as the end of the connection for MP
Endpoint (see Section 4.4.5).
Discriminator
23 Line- Explicit identification of the line within one computer (see Section 4.4.5).
Discriminator
for BAP

Table 4.2: Option names

To understand better the function of individual fields, see the list of frames shown below that details

the Configure-Request command by which the Windows server specifies its connection requests. (A
standard configuration for the dial-up connection was used, and the PAP authentication protocol was
used, which, for security reasons, Windows server is quite reluctant to use. But it wouldn't have been
possible to capture the password if a different authentication protocol was used.)

+

Frame: Base frame properties
PPP: Unknown Frame (0x0)
PPP: Destination Address = SEND_
PPP: Source Address = SEND_
PPP: Protocol = Line Control Protocol
LCP: config Req Packet, Ident = 0x00, Length = 44
LCP: Code = Configuration Request
LCP: Identifier = 0 (0x0)
LCP: Length = 44 (0x20C)
LCP: Options:
LCP: ASYNC.MAP:00 00 00 00
LCP: Option Type = Async-Control-Character-Map
LCP: Option Length = 6 (0x6)
LCP: Async Control Character Map = 00 00 00 00
LCP: AUTH:PAP
LCP: Option Type = Authentication-Protocol
LCP: Option Length = 4 (0x4)
LCP: Authentication Protocol = Password Authentication Protocol
LCP: Option Data: Number of data bytes remaining = 0 (0x0000)
LCP: MAGIC#:0x6147A40
LCP: Option Type = Magic-Number
LCP: Option Length = 6 (0x6)
LCP: Magic Number = 102005312 (0x6147A40)
LCP: PROT.COMP
LCP: Option Type = Protocol-Field-Compression
LCP: Option Length = 2 (0x2)
LCP: ADR/CF.COMP
LCP: Option Type = Address-and-Control-Field-Compression
LCP: Option Len%th = 2 (0x2)
LCP: CALL.BACK:Unkn
LCP: Option Type = Callback
LCP: Option Length = 3 (0x3)
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LCcP: callBack = 0x06
LCP: MRRU
LCP: Option Type = Multiline-MRRU
LCP: Option Length = 4 (0x4)
LCP: Multiline MRRU = 1614 (0Ox64E)
LCP: Option Summary = N/A
LCP: Option Type = Multiline-Endpoint-Discriminator
LCP: Option Length = 9 (0x9)
LCP: Option Summary = N/A
LCP: Option Type = Line Discriminator for BACP
LCP: Option Length = 4 (0x4)

The above list contains the PPP frame that Windows server recalculated in the Ethernet frame
format. This frame can be recognized by the SEND Ethernet address, by which the Network
monitoring program says that it is dealing with a transmitted frame (see Section 2.2.1). The PPP
frame consists of the following:
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Code (Configuration Request=1)
Identifier (=0)
Length (44 bytes)

Options. Here is a list of available options:

o ASYNC.MAP (Async—Control-Character—Map): This option
specifies which of the first 32 characters of the ASCII table are to be
introduced by an escape sequence. Since, in our case, the data field of
this option contains only zeros, no characters will be introduced, i.e., it
is a line that is not used, for example, as a terminal line; therefore
there is no risk of control character misinterpretation.

o AUTH.PAP: Request authentication by PAP.

MAGIC: This option contains the magic number.

o PROT.COMP: Request Protocol-Field-Compression (i.c., a request
omitting the leading zeros in protocol numbers).

o ADR/CF.COM: Request Address-and-Control-Field-Compression
(i.e., requesting that these fields be omitted).

o CALL.BACK: Proposes that the call-back protocol be activated.

o  Multilink MRRU: Is MP supported? How big a packet is it possible
to rebuild?

o Option Summary (Multiline-Endpoint-Discriminator): An explicit
identification of the connection (of the computer) in MP. The value of
the identifier is not shown in this listing; however, it is in a
hexadecimal listing.

o Option Summary (Line-Discriminator for BACP): An explicit
identification of the line within the computer.
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Figure 4.16: A fictional example of an LCP dialog

The above figure shows an example of an LCP handshake that is described as follows:

1. The first side sends its connection requests by a Configure-Request command.

2. The second side doesn't know the PROT.COMP option, which it communicates via a
configure-Reject command with the PROT.COMP option.

3. The first side therefore sends a command that it thinks the other side should understand.

4. The second side understands it, but prefers the MRRU=700 option, which it
communicates via a Configure-Nack command with the MRRU=700 option.

5. The first side sends a command with options that it thinks will be acceptable for the
second side.

6. The second side confirms everything by the Configure-Ack command.

4.4.3 Authentication

Identity can be proven in two ways within PPP (the third possibility is, of course, to leave
out authentication):

e By terminal dialogue. This possibility was described in Section 4.4.1.

e By the authentication protocols of PPP family, namely:

o Password Authentication Protocol (PAP). This protocol is similar to
authentication by terminal dialog, i.e., the users also prove their identity
with their username and password, but they enter both values into the
PAP protocol (RFC 1334) and not directly into the terminal line.

o Challenge Handshake Authentication Protocol (CHAP). This
protocol is specified by RFC 1994 and is regarded as superior to PAP.
Both ends of the connection share a secret. The station that initiates
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the authentication generates a random string to use as a challenge, which
it sends to the other side. The second side concatenates this string to the
shared secret and, from the result, calculates the checksum by using a
one-way algorithm (for example, MDS5). The result, which is a one-time
access password, is sent back. So, the one-time access password is sent
back to the station that initiated the process of authentication. This
station, however, knowing both the shared secret and the challenge, is
also able to calculate the one-time access password. Therefore, it
compares both passwords and, if they are identical, confirms the
successful result of the authentication to the other side.

o MS CHAP version 1 and 2.

o EAP (see Section 4.4.3.3).
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Figure 4.17: Configuration of authentication protocols and encryption in Windows XP

In the figure above, the server side is set in accordance with the particular server in the Routing

and Remote Access program (PPP card).

4.4.3.1 Password Authentication Protocol

PAP is a simple protocol. The communication, as a rule, consists of two packets. An

authentication packet is submitted by an Authenticate-Request command, and the other
end either confirms the authentication with an Authenticate-Ack command or refuses it with

an Authenticate-Nak command.
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Code Code Name Description

1 Authenticate-Request  The packet that begins communication via PAP. It carries an option
with code 1, which contains the name and the password.

2 Authenticate-Ack Authentication confirmed.

3 Authenticate-Nak Authentication failed.

Table 4.3: PAP commands

An example of a Network monitoring program listing is as follows:

+ Frame: Base frame properties
+ PPP: Unknown Frame (0x0)
PPPPAP: Authenticate Request
PPPPAP: Code = Authenticate Request
PPPPAP: ID = 5 (0x5)
PPPPAP: Length = 27 (0x1B)
PPPPAP: Side ID Length = 13 (0xD)
PPPPAP: Side ID = Administrator
PPPPAP: Password Length = 5 (0x5)
PPPPAP: Password

4.4.3.2 Challenge Handshake Authentication Protocols

The advantage of CHAP is that both ends share the same secret. Therefore, it is easy to carry out
authentication from both ends. But sharing the secret is also a disadvantage of CHAP because it
is impossible to prevent misuse of the secret by the other side (unlike in the case of authentication
by a password, where the other side has access only to a password, which is invalidated by a one-
way function).

CHAP communicates in three steps. In the first step, a request containing a random string is sent
to the side to be authenticated with the challenge command. The side to be authenticated then
runs both the shared secret and the challenge (random string) through a one-way function (for
example, the MD5 algorithm). The result is entered into a Response and sent back. The first side's
reaction is then either a confirmation of the authentication (Success) or a refusal (Failure).

Code Code Name Description

1 Challenge Carries the Challenge option

2 Response Carries the Response option

3 success Positive confirmation of authentication
4 Failure Authentication failed

The disadvantage of CHAP is that both ends must have the shared secret at their disposal in an
open format. In many operating systems, however, this is not a common feature. In most operating
systems, the user specifies a password, but this password is not saved in an open format in the
operating system's user database. The operating system invalidates the password with a one-way
function and only the result of this operation is saved in the user database. Within the user
authentication process, the user passes his or her password to the system. The system applies the
above mentioned one-way function to the password and only the result of this operation is
compared with the data in the user database.
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Microsoft has introduced a modified version of CHAP, specified as MS CHAP version 1 (RFC
2433). In Windows operating systems, passwords to which the MD4 one-way function has been
applied are kept. The user's password, invalidated by the MD4 algorithm, then represents a shared
secret. The client's software then applies the MD4 algorithm again to both the shared secret and
the random challenge.

The basic advantage of MS CHAP version 1 is its backward compatibility with LAN Manager
systems. However, double-sided authentication is not possible and, in particular, there is

a problem with the encryption of transmitted data. We will learn more about this in Section 4.4.5
that deals with other protocols, especially encryption protocols. It is important to realize that
encryption keys are, as a rule, derived from data that was exchanged during the authentication
phase. MS CHAP version 1 allows these keys to be derived from the shared secret only, which
means that when a user is using the same password, he or she is also using the same encryption
keys. These drawbacks have been resolved by MS CHAP version 2 (RFC 2759) which, however,
doesn't have backward compatibility with LAN Manager systems.

We should bear in mind that the selection of the specific CHAP version to be used (CHAP, MS
CHAP version 1, MS CHAP version 2, etc.) is already negotiated during the connection
establishment phase by LCP. With CHAP-type protocols, the Authentication-Protocol option
specifies two values. The first value specifies that it is a CHAP-type authentication protocol, and
the second value specifies the particular authentication protocol.

4.4.3.3 Extensible Authentication Protocol

Even though, in terms of frame format, EAP is very similar to CHARP, it is based on an entirely
different philosophy. While in PAP, CHAP, or MS CHAP, the authentication protocol is
negotiated by LCP during the connection establishment, in EAP, the only thing that is negotiated
during this phase is the fact that EAP will be used. EAP is specified by RFC 2284.

The fact that both ends agree to use EAP doesn't mean that a specific authentication algorithm will
be used—that is negotiated later by EAP itself. EAP therefore allows the use of an arbitrary
authentication mechanism; it is sufficient to implement this mechanism on both sides of the
connection. If EAP is used, the authentication phase has two steps: negotiation of the specific
authentication algorithm (which we call the authentication scheme) and then the actual
authentication. It is thus possible to implement authentication schemes that use various
authentication calculators to generate one-time passwords; you can use TLS (RFC 2716)
authentication and so on. At any rate, the EAP-MDS5 scheme, which is a variant of CHAP, should
be implemented as follows:

1. The side that verifies the identity of the other side sends an EAP-Request message in
which it asks the other side to prove its identity.

2. If the side to be authenticated agrees with this authentication, it signals its agreement
in the EAP-Response.

3. The side that verifies the identity of the other side sends an EAP-Request message
(challenge).

4. The side to be authenticated adds the shared secret (password) to the challenge and
applies the MDS5 one-way function to it. The result is entered into the EAP-Response.
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5. The side that verifies the identity of the other side confirms the authentication with
an EAP-Success message or refuses the authentication with an EAP-Failure message.

One very interesting aspect of authentication is an authentication scheme that uses the TLS
protocol, namely EAP-TLS. This scheme utilizes server authentication (based on the server
certificate) and user authentication (based on the user's personal certificate).

Windows 2000 (2003 or XP, as the case may be) supports the use of smart cards that bear a private
key, which complements the public key from the certificate. In terms of security, using smart cards
and the EAP-TLS scheme together provides numerous possibilities for providing access to Intranet
servers through phone line connections. In practice, this looks as follows: the user start his or her
laptop, but is not logged into the system, puts a smart card into the card-reader of the laptop, and
enters his or her PIN. Using PPP, the system establishes a dial-up connection with the server.
Authentication against the server is done via EAP-TLS. If the authentication is successful, the user's
laptop is logged into the system and the connection with the server is established. The user can use
the same smart card to log into an intranet computer via a LAN, but this has nothing to do with PPP.

Another advantage of the EAP-TLS scheme is that on both ends of the connection, a master secret is
created, from where it is possible to 'chip off' encryption keys, shared secrets ensuring the integrity of
transmitted data, and so on. The disadvantage of the EAP-TLS scheme is that the user's certificates
must also be kept in the user database (i.e., it requires a PKI infrastructure). This specifically means
that on Windows 2000/2003, Active Directory must be available. Therefore, the EAP-TLS scheme
should be used in sophisticated solutions that are backed by well-designed projects.

A well-designed project can give employees who are on business trips or at home secure log-in
access to an internal network through a phone line, which could be even safer than using VPN.

Intranet

EAP-TLS Windows |4 >
() 2000 v/}\
« Active
Lo ~p| Windows | . directory
User 2000 |

Figure 4.18: The user is authenticated using a chip card and EAP-TLS in Windows 2000/2003

4.4.3.4 Radius Protocol

The problem with authentication is that a client usually does not want to log into the same access
server, but rather into various access servers. A classic example is connection to an Internet
provider that has its points of presence (POP) in various cities. In this case, the authentication
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information would have to be kept in each access server. The idea here is to centralize the
authentication information. There is one main server (or several back-up servers) in the network,
which keeps authentication information for each user. In addition to authentication information,
configuration information can also be kept (for example, the user's IP address, access filters, etc.).

The Internet provider's access server acts as a client for this type of server(s) and asks for the
following specific service: to verify the authentication end user's response, or to provide an IP-
address that is to be given to the user by IPCP protocol, and so on. The RADIUS protocol is
currently widely used as the protocol between the access server and the server with authentication
and configuration information. RADIUS is an application protocol.

In addition to RADIUS, there is also the RADIUS Accounting Protocol. With this protocol,
Access Servers can pass among themselves information about users' logins and logouts. The
RADIUS Accounting Server collects this information, which can later be used for various
purposes such as charging Internet users. On Windows 2000/2003, Radius is a part of Internet
Authentication Service (IAS).

Radius

Intranet Accounting
Server

Radius Accounting

PPP Access Protocol
Server ) .
Radius | Radius
(router) |4 > Server
N\ . Access Y
User ool Server |
(router)

Figure 4.19: Radius and Radius Accounting protocols

4.4.4 Call-Back Control Protocol

The Call-Back Control Protocol (CBCP) serves to negotiate a call-back with dial-up lines.
Basically, there are two possible call-back situations:

e The client establishes connection with the server and passes to the server the phone
number it should call back. The server calls back without checking the number. In
terms of security, this possibility doesn't provide anything new, except that the client
doesn't have to pay for the call. A better scenario would be for the server to check in
the database of users whether the number specified by the client is acceptable.

e The client establishes a connection with the server and doesn't pass the server a
phone number. The server then finds the number in the database of users (don't
forget that call-back negotiation is carried out only after the client is authenticated so
that the server knows who is on the other side).
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It must be emphasized that a call-back in which the server checks the phone number it is
calling back has very strong potential in the area of security. In security jargon, this is called
double-locking.

A potential hacker would not only have to break the authentication protocol, (which, in the case of
EAP-TLS with a private key on a smart card, is very difficult), but would also have to break the
telephone exchange security system in order to create a dial-up circuit leading to himself or herself
instead of to the client. CBCP packets have the same format as LCP packets (the only difference is
that the protocol number is C029 instead of C021). CBCP uses the following commands: cB-
Request (code 1), cB-Response (code 2), and cB-Ack (code 3).

CBCP uses following options:

Code Code Name Description
1 No call-Back Without call-back or call-back to the phone
number specified by the client.
2 call-Back to user-specified number  Call-back to the phone number specified by
the client.
3 Call-Back to administrator-defined  cCall-back to the phone number chosen from a
number database of users.
4 Call-Back to any number from a 1list Server calls back to one phone number from
of numbers the phone number list.

Table 4.4: CBCP options

When a client submits a phone number, the dialog is as follows:

1. The server sends a CB-Request with the No cal1-Back option.

2. The client replies with a cB-Response command and the call-back to the user-
specified number option that contains three pieces of data:

o Time delay in the phone call.

o  The phone number type (for example, 01 for classical analog networks
(PSTN) or ISDN networks).
o The phone number.

3. The server confirms the result by cB-Ack command.

It can also be possible for the client to refuse to submit a phone number and for the established
connection to carry on without a call-back.

When the server uses a phone number listed in the database of users, the dialog is as follows:

1. The server sends a CB-Request with the call-Back to administrator-defined
number option.

2. The client replies with a cB-Response command and the call-back to
administrator-defined number option.

3. The server confirms the result with the cB-Ack command.
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4.4.5 Other Protocols

4.4.5.1 Multilink Protocol

MP is specified by RFC 1990 and specifies how to use several physical lines between two
computers at the same time. The result is that several lines create one virtual bundle—a thick wire.

Another important aspect for this protocol is that the individual lines that form the bundle can be
physically based on various technologies (dial-up lines, leased lines, X.25, etc.). A classic example
is a connection of both B channels in ISDN (Basic Rate).

The following figure shows an example of one-way communication:
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Figure 4.20: MP and BAP (this is a two-way connection, although only one-way communication is shown)
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It is assumed in the figure opposite that the individual lines have already established a connection
by LCP and with the help of the same protocol negotiated MP support. To achieve this, both sides
have to mutually confirm the MRRU support option that includes the maximum packet size that
both sides are able to assemble (1,500 bytes minimum). Both ends exchange their explicit
identifications via the Mu1tiline-Endpoint-Discriminator option.

This identification allows PPP to recognize that certain lines lead to the same computer (the other
end of these lines has sent the same identification) and can therefore be put into the same bundle.
The end of the line identification consists of the following two parts:

e The class it specifies as the address type (2=IP address, 3=Ethernet address,
S5=phone number).

e  The actual address. Windows uses Ethernet addresses. So, for example, if the phone
connection lines are active, and you execute the ipconfig command with the /a1l
switch, you will see that the system has created Ethernet addresses for the serial lines.

Once the bundle has been formed, it can carry packets. As shown in Figure 4.20, the sender takes
a PPP packet consisting of the protocol number and data and inserts it into the bundle. But what if
the bundle consists of several lines?

The process that the sender carries out is called fragmentation (not to be confused with
IP fragmentation).

Packets can be (but don't need to be) cut into smaller pieces (fragments). Fragments are then
inserted into individual lines. Fragments have a completely normal PPP frame format (as shown in
Figure 4.13), but they use 003D as the protocol number. The MP header introduces the data
field. The receiver reconstructs the original PPP packets (consisting of the protocol number and
data) from the fragments.

The MP header contains the fragment number and the flags B and E. The header serves the
following two purposes:

e Allows the reconstruction of original packets from the fragments.

e Makes sure that the packets are reconstructed in the same order as they were inserted
into the virtual bundle. You have to remember that this is not on the network layer, so
PPP knows nothing about IP properties, and IP doesn't take care of keeping the correct
frame order. Moreover, certain protocols might not like changes in the frame order.

Numbers in the MP header serve to preserve the order of the fragments (the numbers are strictly
incremental). The B (begin) and E flags (end) signal that the fragment carries the beginning (or the
end) of the packet. If a fragment has the B and E bytes set up, it is a fragment carrying the whole
(uncut) packet. The MP header is 4 bytes long, and the fragment number is 24 bits long and has a
6-bit padding containing zeros.

Using the Short Sequence Number Header (SSNH) option, it is possible to negotiate a 2-byte
header. In this case, the padding is only 2-bits long and the remaining 12 bits carry the fragment
number. The above mentioned options are LCP options with codes 17 to 19 (i.e., these options are
negotiated during the 'establishing connection' phase).
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4.4.5.2 Bandwidth Allocation Protocol and Bandwidth Allocation
Control Protocol

These protocols are specified by RFC 2125, and they allow you to dynamically add or subtract
individual lines from a line bundle (see Section 4.4.5.1). If BAP and BACP are implemented, then
each line that establishes a connection must, during the connection establishment phase, specify its
identification (within the computer) by the Line-Discriminator for BAP, which is an LCP option.
Thus we have the following two different identifications negotiated by LCP during this phase:

e Multiline-Endpoint-Discriminator, which identifies the entire computer. This
identifier uses MP.

e Line-Discriminator for BAP, which identifies a specific line within the bundle.
Each side of the connection uses independent IDs.

After this point, the BACP is activated. It is a simple control protocol with a simple function. If
both ends of the lines make a request to add or subtract a line from the bundle at the same time,
then the BACP kicks in to solve the situation and it does this basically by throwing dice. The side
with a smaller number wins and its requests will have priority. If both sides cast the same number,
the throw is simply repeated.

To put in a slightly more technical way, BACP is a protocol whose packets have a similar format
to LCP packets (protocol number C02B), so it uses the configure-Request, Configure-Ack
(when different numbers are cast), Configure-Nack (when the same numbers are cast), or
configure-Reject commands. These commands contain only one option, Favored-Peer, which
carries a random 4-byte nonzero number. The side that is favored is the side that generates the
smaller number. And they don't throw a die with six sides, but with 2** sides.

The goal of BAP is to add and subtract lines. BAP uses the following commands:

Code Command Name Description

1 call-Request "I'd like to establish a connection through another line."
(Before a side starts to add a line it has to be confirmed by
the other side.)

2 call-response Add-line request confirmed.

3 CallBack-Request "I'd like to add a line, but you will have to dial it up. Do
you agree?"

4 callBack-Response Add-line by a call-back request is confirmed.

5 Line-Drop-Query-Request "I'd like to drop a line."

6 Line-Drop-Query-Response Drop-line request is confirmed.

7 Call-Status-Indication After the confirmation of the add-line request, the Call-

Status-Indication option notifies whether it was
successful or not.

8 Call-status-Response Response to Call-Status-Indication.

Table 4.5: BAP commands
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Note that all these responses are of the 'request confirmation' type (i.e., the response doesn't say if
the confirmation is positive or negative). We can get to know this even from the data segment of
the response. This segment starts with 1 byte (8 bits), which contains the error code:

e (00000000—Request-Ack

e (00000001—Request-Nack

e (00000010—Request-Reject

e 00000011—Request-Full-Nak (the requested action is refused when, for example,

the maximum or the minimum number of lines in the bundle has been reached)

The following options can be appended with the commands:

Code Option Name Description

1 Line-Type Speed and type of line. The types are, for example, 0=ISDN,
1=X.25, 2=analog, and so on.

2 Phone-Delta Contains information needed to dial the phone number (for
example, the phone number itself).

3 No-Phone-Number-Needed Information needed to dial the phone number is not

transmitted. (For security reasons, you may not want to
transmit the number.) It is saved in the configuration and due
to security reasons, we do not want it to be transmitted.

4 Reason The reason for adding or dropping a line (a text string).

5 Link-Discriminator This is used when a line is taken away. It contains the
identification of the line being removed (see the Line-
Discriminator for BAP LCP option).

6 Call-status Information on the add-line status and on the action that
follows a failed dial-up connection. Status codes are
according to Q.931 (0 indicates a successful connection) and
the actions can be 0=dialing won't be repeated and 1=dialing
will be repeated.

Table 4.6: BAP options

4.4.5.3 Compression Control Protocol

CCP (specified in RFC 1962) serves to negotiate the data compression algorithm. PPP frames,
carrying CCP packets, use protocol number 80FD,¢ and again their format is derived from LCP. If
the connection is implemented by more than one line (MP) and it is a case of individual
compression in a particular line, then protocol number 80FB; is used.

It's enough to look at Figure 4.20 and realize that either a packet or a fragment can be compressed.
Compression can take place either above the gear wheels (compression of the whole packet) or
beneath them (fragment compression). If the compression takes place beneath the gear wheels,
then, theoretically, it is possible to carry out compression only in certain lines and not in all of
them (for example, if they use compression on the physical layer with the V.42bis protocol).

Data frames carrying compressed packets then use protocol number 00FD;¢ (or 00FB¢), i.c., a
compressed datagram. If compression fails (for example, the compressed packet would be bigger
than the original one), an uncompressed packet is sent. The protocol number tells the receiver
whether to carry out decompression or not.
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CCP generally serves to negotiate the compression algorithm. The commands it uses are similar to
LCP commands and they are: configure-Request, Configure-Ack, Configure-Nak, Configure-
Reject, Terminate-Request, Terminate-Ack, and Code-Reject with codes 1 to 7. There are two
special commands in CCP:

e Reset-Request (code=14): It is recommended that compressed data is periodically
compared with a checksum. If the receiver finds out that the compression failed, i.e.,
the checksum failed, then by means of the Reset-Request command, it requests that
the sender initiates (resets) all its compression counters, dictionaries, etc. In other
words, it starts compression from the beginning.

e Reset-Ack (code=15): When the sender resets all its counters and dictionaries, it
informs the receiver about it by means of the Reset-Ack command. The receiver also
has to carry out a reset to be able to decompress incoming data correctly.

Options serve to negotiate a particular algorithm. If this negotiation fails, it doesn't matter, because
communication still goes on without compression. Option codes then correspond to individual
algorithms. For example, Stac LZS has code 17, MPPC has code 18, and so on.

A particular negotiated compression algorithm is specified by the following standards:

e RFC 1967: PPP LZS-DCP Compression Protocol.
e RFC 1974: PPP Stac LZS Compression Protocol.
e RFC 2118: Microsoft Point-To-Point Compression (MPPC) Protocol.

When data is compressed, its encryption can be carried out. To do it the in the reverse order is not
very efficient, because encrypted data (gibberish) cannot be compressed very much.

4.4.5.4 Encryption Control Protocol

ECP (specified in RFC 1968) serves to negotiate an encryption algorithm. This protocol doesn't
serve to exchange encryption keys. Its syntax is similar to CCP syntax, including Reset-Request
and Reset-Ack commands. The principal difference shows itself when both ends cannot agree on a
particular algorithm. This could be a problem depending on both sides; the configuration and
communication may be terminated in such a case. For example, in Figure 4.17, it is decided a
connection should be made even if encryption is not available.

There are standards that specify agreements on particular algorithms, for example, RFC 3078. It
specifies that Microsoft Point-To-Point Encryption (MPPE) Protocol uses RC4 encryption.
A part of MPPE is also an agreement on the length of the encryption key (40, 56, or 128 bytes).

4.4.5.5 Setting Encryption Keys

If we have agreed on the encryption algorithm, the only things we need to keep happy are the
encryption keys. PPP derives encryption keys from the information that both sides exchanged during
the authentication phase. We have to realize that for authentication by, for example, one of the
CHAP protocols, both sides have to share a secret. The shared secret is essentially like a symmetrical
encryption key. However, when the shared secret is used directly as a symmetrical encryption key, it
could make the secret's disclosure quite easy. Therefore, the shared secret is ground by one-way
functions and, as a spice, a random string challenge is also added to the grinder.
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RFC 3079 derives keys for use with Microsoft Point-to-Point Encryption (MPPE) and specifies
the derivation of encryption keys in the case of authentication by MS CHAP version 1 and MS
CHAP version 2 protocols.

RFC 3079 also specifies the derivation of encryption keys in the case of authentication by EAP-
TLS. If we use EAP-TLS authentication, we already have the so-called master secret created on
both sides, from which we 'chip off' individual encryption keys (different ones for each direction
of communication). After that, we can start to secure the communication in the way TLS protocol
does. If the system is used in a well thought out way, EAP-TLS represents a rather high level of
security. Without much experience, however, it can cause trouble.

4.4.6 Internet Protocol Control Protocol

After a connection between both ends has been established, authentication has been carried out,
and the possible use of several lines as well as the compression and encryption have been agreed
upon, individual network protocols enter into operation. Each network protocol must negotiate the
opening of communication by its own control protocol.

IPCP is an NCP protocol for IP version 4 (see RFC 1332), i.e., IPCP is the control protocol for IP.
The IPCP frame format is similar to the LCP frame format, but its protocol number is 80214 (see
Figure 4.13).

Code Command Name Description

1 Configure-Request  Configuration packet carrying requests for the change of implicit
parameters.

2 Configure-Ack Configuration packet with positive confirmation of the requests for the

change of implicit line parameters. For example, all the requested
changes of parameters are accepted.

3 Configure-Nak Configuration packet with the response that the opposite side doesn't
accept all the requests for the change of line parameters. The ones that
are not accepted are specified in this packet. The rest of the requests
made are accepted (i.e., requests not specified in the Configure-Nak
packet are accepted).

4 Configure-Reject Configuration packet refusing all requests. It can also be a
consequence of an invalid request code.

5 Terminate-Request Request for connection termination (termination of IP transmission).

6 Terminate-Ack Confirmation of the request for connection termination.

7 Code-Reject Request refused due to an unknown code. It can also be caused by the

fact that the opposite station uses a different version of the protocol.

Table 4.7: IPCP commands
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IPCP uses the following options:

Type Option Name Description
2 IP-Compression- Compression of an IP header. The data field of this option contains
Protocol the numberical identification of the compression protocol, for

example, 002D+ for 'classical' compression according to RFC 1144,
described in CSLIP part. For Van Jacobson compression, perfected
in RFC 2507 to 2509, the data field contains 006145. Compression
parameters follow the compression protocol number. For classical
Van Jacobson compression, it carries two 1-byte parameters: Max
Slot ID (the highest slot number will be from zero up to this number)
and Comp Slot ID (if it's set to 0, the slot number cannot be left out
even in a succession of compressed packets from the same data
flow). Packets compressed according to RFC 2507 have, according
to RFC 2507, the following parameters: TCP_SPACE,
NON_TCP_SPACE, and so on.

3 IP-Address Passing an IP address to the other side. This allows you to
dynamically assign IP addresses. If a site wants to use a different IP
address, it responds with a Configure-Nak packet, where this
address is specified.

129 Primary-DNS-Address  Primary name server specification. The data field contains a 4-byte IP
address of the primary name server.
130 Primary-NBNS- Primary WINS server.
server-address
131 Secondary-DNS- Secondary name server.
Address
132 Secondary-NBNS- Secondary WINS server.

server-address

Table 4.8: IPCP options
In PPP, protocol identification uses the following values for IP:

e 002144 for the IP without any Van Jacobson's compression
e 002d;4 for the Van Jacobson compressed TCP/IP
e 002f} for the Van Jacobson uncompressed TCP/IP

In the case of compression, the situation is more complicated because not all packets have a
compressed header. It is therefore necessary to differentiate between the transmitted packets,
distinguishing the ones with a compressed TCP/IP header and the ones with an uncompressed one
(for example, the first packets in the flow).

Therefore in a PPP frame, the header (in the Protocol field) of an uncompressed packet has the
identification 002F¢ (Protocol field in the IP-header is replaced by a slot number) and packets
with a compressed [P-header have the identification 002D .

Here is an example of a PPP protocol frame carrying the configure-request command of [PCP
caught by a Network monitor program during communication between Windows XP and
Windows server:

Frame: Base frame properties

+ PPP: Unknown Frame (0x0)
IPCP: Configuration Request, Ident = 0xO05
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IPCP: Code = Configuration Request
IPCP: Identifier = 5 (0x5)
IPCP: Length = 16 (0x10)
IPCP: Option: Compression Prot. = 0x002D (van Jacobson Compr. TCP/IP)
IPCP: Option Type = Compression Protocol
IPCP: Option Length = 6 (0x6)
IPCP: Compression Protocol = van Jacobson Compressed TCP/IP
IPCP: Max Slot ID = 15 (OxF)
IPCP: Comp Slot ID = Slot Identifier may be compressed
IPCP: Option: Address = 10.1.1.1
IPCP: Option Type = Address
IPCP: Option Length = 6 (0x6)
IPCP: Source Address = 10.1.1.1
Please notice that classical Van Jacobson compression (RFC 1144) with Max STot ID and Comp

slot 1d parameters is requested.

4.5 Frame Relay

Frame Relay is a link-layer protocol used for large networks. It is specified in the following
standards: 1.122, 1.441, and ANSI T1.606 and mostly in the standards of the Frame Relay Forum
(FRF) group. See http://www.mfaforum.org.

Frame relay is usually used in permanent virtual circuits (dial-up lines are theoretically possible as
well, but haven't seen them in reality yet). A permanent virtual circuit is similar to a leased line. A
user would rent virtual circuits in his or her particular locality from a Frame Relay provider.

A Frame Relay is a datagram-oriented and connectionless service; so unnumbered frames are
transferred by it. The provider doesn't guarantee the frame delivery. Each frame contains

a checksum, so it is possible to check that the packet wasn't changed during the transfer. A
damaged packet is discarded.

The primary parameter of a virtual circuit is the amount of data that can be transferred by the user to the
virtual circuit within the time interval Te. This quantity will be known as the bandwidth interval, and
we will also use the abbreviation Be for it. A rate Be/Tc is used more often and is known as
Committed Information Rate (CIR). CIR tells us how much data a user can transfer to a Frame
Relay network within a certain time unit. CIR is an abstraction because it is not possible to transfer the
exact amount of data in one second that the averaged CIR says. That is because data are transferred to
the network in whole frames and not just in parts. We are talking about a theoretical average.

A user makes an agreement with the provider on CIR for a particular bandwidth (for example, 64
Kbps) according to the user's needs. The user can also go over the agreed level during rush hour.
Of course, everything is for a certain fee, so the user may make an agreement on another speed as
well. It is called Excess Burst Rate (BE). BE indicates how many bytes a user can go over the Be
in a Tc time interval.

Frame Relay is designed for speeds from 56 Kbps to 2 Mbps. But it is still effective even when
reaching speeds of 100 Mbps. So when you rent a leased line from a public telephone network
provider to interconnect, for example, four localities, you'll need four leased lines. You'll have
three modems in each locality and three connected interfaces on the router. The following figure
shows us the large site of a hypothetical company, which is situated in Berlin, Munich, Dortmund,
and Cologne.
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LAN Munich LAN Dortmund

LAN Berlin LAN Cologne
Figure 4.21: WAN based on leased lines

A Frame Relay provider, in contrast, runs its own data network as shown below:

LAN Munich LAN Dortmund

., LI Gl

Frame relay
provider

1
LAN Berlin LAN Cologne
Figure 4.22: WAN based on Frame Relay

A user (customer) is connected to this network in particular localities usually with one line with a
higher capacity. That user trusts data frames to the Frame Relay network provider and expects
them to be delivered to the user's other localities. The provider's network is constructed from
Frame Relay switches that transfer trusted frames between each other. The user actually doesn't
care through which switches his or her frame is traveling; he or she probably doesn't even care if
there's a Frame Relay protocol inside the provider's network.

It's enough to have one interface on a router in each locality and one line on the closest access
point of a Frame Relay provider to connect all the desired localities.
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Virtual circuits will be established between particular localities as shown in the following figure:

LAN Munich LAN Dortmund

., LI L

Frame relay
provider

D T

LAN Berlin LAN Cologne

Figure 4.23: Virtual circuits

In this figure, we can see that virtual circuits have been established between Munich and
Dortmund, Munich and Berlin, and Berlin and Dortmund. A network with the same topology as a
network where the particular localities are connected with leased lines is created. But instead of
leased lines, we have virtual circuits.

The physical line that is connecting, for example, the Berlin locality with a Frame Relay network
serves two virtual circuits at the same time. The Frame Relay provider has created a large private
network according to the customer's desire with the help of virtual circuits. But the Frame Relay
provider has many customers and can create a private WAN for every one of them. The classical
case of connecting a customer to the Frame Relay network is not that the actual computer would
connect to the Frame Relay network. A router is connected to the Frame Relay and single
computers are connected with the router in the locality by a local network.

Between the router of the user and the closest Frame Relay switch, there's a user-network interface
defined (see Figure 4.24). The customer trusts his or her frames to the provider on this interface. A
Frame Relay's characteristics that we're talking about are bound by this interface. The customer
doesn't care what's inside. It's similar to data networks based on the X.25 protocol. X.25 is just an
interface between the provider and the user.

Application | | Application
Presentation | N User to Network Interface Li Presentation
Session 1‘ i Session
Transport Router | | Router Transport
Network Network 3 FR switch FR switch 3 Network Network
Link Lnk | Link | | [ Link Lnk | | [ Lnk | Link Link
Physical Physical|Physical i Physical Physical i Physical| Physical Physical
1 | | I
‘ Frame Relay ‘

Provider
Network

Figure 4.24: Interconnection through the Frame Relay provider
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In the physical layer within Frame Relay networks, V.35 and X.21 interfaces are used. Circuits
with synchronous transfer are used (clocks are generated by the Frame Relay network).

The frame has a lot of lines to go through on its way through the circuit from the source to the end.
There's a line between the user and provider (user-network interface). Further, it has the particular
lines from one Frame Relay switch to another on its way and at the end there is a user-network
interface again. Every virtual circuit is identified with a Data Link Connection Identifier
(DLCI). DLCI is a part of Frame Relay header. If there are, for example, two virtual circuits going
from one location to other locations, then particular locations differ by DLCI in the header frame.

A Frame Relay protocol header usually has 10 bits for DLCI; so DLCI values ranges from 0 to
1023. Adding DLCI usually follows these rules:

DLCI Rules

0 LMI

1-15 Reserved
16-991 Virtual circuits

992-1007 Two-layer management
1008-1022 Reserved

1023 Virtual circuits management
Table 4.9: DLCI values

In Figure 4.25, a frame changes its DLCI gradually on its way from Berlin to Dortmund. The user
in Berlin gives the frame with DLCI=22 to the Frame Relay provider. A switch, in its
configuration table, has to change the DLCI to 32 and transfer the incoming frame from interface
1 to interface 2 (Dortmund locality of our customer through switch 2). Switch 2 is configured to
change the DLCI from 32 to 62 (Dortmund locality of our customer through switch 3). Switch 3 is
configured to change the DLCI from 62 to 92 and gives the frame to the end user.

LAN Munich LAN Dortmund

DLCI=17 &5—— Physical ling
. (e.g., interface V.35)

DLCI=1023 o/

(management)

FR switch
4

DLCI=21, DLCI=22
]

----- Router

LAN Berlin LAN Cologne
Figure 4.25: DLCI
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From a customer's point of view, the situation is much easier. When customers want to send a
frame from Berlin to Dortmund, they just fill the DLCI frame header with 22 and can be sure that
they will receive it in Dortmund with DLCI=92. In addition, when a frame is sent with DLCI=21
from Berlin, then it is received in Munich with DLCI=41. Contrariwise, when a DLCI=41 frame is
sent from Munich, it is received in Berlin with DLCI=21.

DLCI might be used within a Frame Relay network because of the following:

4.5.1 A Frame Relay Protocol Frame

A Frame Relay protocol frame, unlike an HDLC frame, doesn't have an independent address and control
field. It has the common field of the header, which contains the DLCI and other control information. A
header is 2 to 4 bytes long. Usually, we see headers of 2 bytes in length (that is 10 bits for DLCI).

It is unique in the context of the whole network of a Frame Relay provider.
It is unique in the context of one Frame Relay switch.

It is unique in the context of one Frame Relay switch interface.

A header can have 2, 3, or 4 bytes. Each byte of the header contains an EA bit, which indicates
whether the following byte is still part of the header or if it is a part of the transmitted data. If
EA=0, the following byte is part of the header; if EA=1, this byte is the last byte of the header.

The DLCI field is the identification of a virtual circuit. The DLCI can be unique only within a
concrete network interface, within one Frame Relay switch, or within the whole network. We
usually meet DLCIs that are unique within a concrete network interface.

m Header Data Checksumm
c F|B
DLCI / EA| DLCI E|E|[DI|EAl *\
6 bits R O| 4bits |[C|C|E|1
/ N|N
J 1st byte 2nd byte \\\
c F|B
DLCI / EA| DLCI E | E|D|EA|DLCI or DL-CORE| D |EA]
6 bits 0| 4bits [C|C|E|O 6 bits cl1
, R \
/ N|N \
// 1st byte 2nd byte 3rd byte \\\
c F|B
DLCI / EA| DLCI E| E|D|EA DLCI EA|DLCI or DL-CORE| D (EA|
6 bits O 4bits |C|C|E|O 7 bits 0 6 bits Cl1
R
N|N
1st byte 2nd byte 3rd byte 4th byte

Figure 4.26: Format of Frame Relay frame
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Bit C/R defines if it's a command (C) or response (R). Within a header 3 or 4 bytes long, we have
a DC bit as well, which when set to 0, specifies that the last six bits are part of the DLCI. If it's set
to 1, then the last six bits carry DL-CORE.

By setting Discard Eligibility (DE), you signal that the frame may be discarded (a frame set like
that has less importance). For example, when sending frames above the average line capacity
(CIR), you can set the DE bit to 1. Then if the network is not able to transmit all the frames, it
throws away first the frames with DE set to 1.

We still have Backward Explicit Congestion Notification (BECN) and Forward Explicit
Congestion Notification (FECN) bits to look at.

Even though setting these bits is not obligatory, we'll take a closer look at them. We can solve the
problem of congestion of the virtual circuit with their help. When sending data by a virtual circuit
from one end to the other, it doesn't matter when some packets get lost (for example, on the TCP
layer, the transmission will be repeated). The problem is with the congestion of the virtual circuit,
which means there is some bottleneck along the way that is not able to send the frames with the
desired speed. At such a point, frames are stored in buffers until the memory is full and other
frames have to be discarded. We call this situation line congestion.

Loss of frames means that the higher layers have to request retransmission of the higher layer
packets. Or it can even cause the loss of connection, so that the connection has to be re-
established. In both cases, it means higher amount of transmitted data and bigger overhead.

When the line is overloaded, every other (even small) traffic increase is congesting the line even
more and the line has less throughput. On the TCP protocol layer, the communication has to be
renewed repeatedly until the connection is closed. The user is angry and he or she thinks that there
is a network breakdown. The solution is in the response time prolongation on the virtual circuit.
This means that the virtual circuit will be acting as if it has smaller throughput on the output. So
the virtual circuit is getting the user's frames with less speed, but it tries to deliver those frames.
The user thinks that the link slows down, but it at least doesn't seem to be not working.

In the case of congestion of the virtual circuit, the network signals to the sender by turning the
BECN bit on and to the receiver by turning on the FECN bit (by sender and receiver, I mean the
user's router on the user-network interface, see Figure 4.27).
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DLCI=2

{azan

T R

Header:
DLCI=1023
BECN=1
Data:
DLCI=2

Figure 4.27: Frame Relay Congestion Notification

If the network is overloaded, the BECN and FECN bits are set. The network knows about the
overload if it has prepared to throw away frames or it has already begun to do this. The network
can also predict the congestion by finding out that some line is close to overloading when
controlling the queue of gathered frames on the Frame Relay network points.

Setting the BECN and FECN bits is not pursued through the usual data links (data DLCI).

A service DLCI=1023 is reserved for such a signal, whose frames are sent to the user on the user-
network interface by the Frame Relay network. In the data part, such a service frame has a
structure derived from the XID command frame of the HDLC protocol (U-frames of the XID
commandof the HDLC protocol are used for commands and responses that carry configuration
information). In our case, the XID command carries the DLCI number of the congested virtual
circuit. Figure 4.27 shows us the situation when the disturbed virtual circuit has DLCI=2 on the
sender side.

The problem is that the user's access router will get, via a BECN bit, information that the virtual
circuit is congested. But is it possible for the router to lower the line load? It has to be intelligent
enough to signal the load to the higher layer.

In the case of the Internet, IP is used as the higher layer (in Figure 4.28, it's the highest layer of
the router).
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Figure 4.28: BECN signalization

The router has to contain support for this on the border of the Frame Relay and IP protocols. Support
for link congestion treatment can lie in several mechanisms. IP has its own mechanism for the
treatment of congested lines with the help of the ICMP protocol. A router that is forced to throw
away an IP packet due to congestion, informs the sender of the IP packet by an ICMP datagram
Source Quench.

After receiving the Sourch Quence ICMP, the receiver lowers the TCP connection speed. (Let's
note that Source Quench is not used with the UDP protocol.)

The router checks the proportion of received frames with the BECN bit set at regular intervals on
each virtual circuit. If the proportion is large, it begins to generate a Source Quench response in
ICMP protocol for the incoming packets on the actual virtual circuit.

There are other options as well. For example, the access router doesn't process the BECN frames
at all. Then on the TCP/IP protocol layer, TCP segments can be lost. The connection might seem
to be not working.

Another option is that the user's access router can work not only with the third layer (IP protocol), but

with the fourth layer as well (TCP protocol). Thus, the router could correct the window length directly
in the TCP segments header or could artificially hold up the responses from the other side. The source
would think that the line has a longer response to the destination, so it would lower the rate of sending
TCP packets. But interventions into the TCP on the router are considered to be indelicate.

4.5.2 IP Through Frame Relay

If we look at Figure 4.29 with the Frame Relay protocol frame, we will not find a field that carries
identification of a higher layer protocol. With the help from such a field, we could easily and
effectively put packets of different network protocol into a link frame (in our case, into the Frame
Relay frame). This problem is solved by RFC 2427 (Multi-protocol over Frame relay). A frame
according to RFC 2427 is shown in the following figure:
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Header according to RFC 2427

P »
< »

Header | Control | Padding
E(address) field | =00, NLPID Data Checksum

1B 2-4B Y AR

B 0-1B 0-1B
80,,=SNAP
8E,,=IPv6
CC,,=IPv4
CF,,=PPP

03,,=data frames (unnumbered)
AF,, or BF,z=frames XID (see HDLC)

Figure 4.29: RFC 2427 Frame Relay frame format (see Figure 4.26 for header field 'Header")
This frame has the following added to it:
e A Control field derived from an HDLC control field, because Frame Relay uses
unnumbered frames. The control field has, in the case of a data frame, value=3.

e Padding that contains binary zeros to ensure the even length of the whole header
according to RFC 2427. So it's used when the Header (address) field has 3 bytes.

e A Network Layer Protocol ID (NLPID) field containing the higher-layer protocol.
Unfortunately, it has only one byte. Therefore we cannot count on all protocols of
a higher layer having their own number. For this reason, Sub-Network Access
Protocol (SNAP) headers are added carrying higher-layer protocol identification;
SNAP has 80 as it's own NLPID identification (see Figure 4.30).

Header | Control | Padding| NLPID |SNAP (see also Ethemet)
E(address) field | =005 | =805 [ oOul | PID Data Checksumm
1B 0-1B 1B 3B 2B
Figure 4.30: RFC 2427 Frame Relay frame format with SNAP header

A SNAP header contains an OUI field which identifies the organization that assigns higher-layer
protocol numbers for the Protocol Identifier (PID) field. For example, an OUI containing zeros
carries in the PID field any the same numbers that the Ethernet II protocol uses (for example,
08004 for IP and so on). Because a SNAP header is 3 bytes long, the padding field is used only in
the case that the Header (address) field is 2 bytes long. We can theoretically use three forms of
Frame Relay frames for the IP protocol:

e A standard form of a frame according to the Figure 4.26, which contains neither the
control field nor the NLPID field. The IP datagram is added directly into the data part.

e A frame according to RFC 2427 (without SNAP) when the NLPID field has a value
CCy6 (IPv4 protocol)

e A frame according to RFC 2427 with a SNAP header when the NLPID field has
a value 80;¢. The OUI field only contains zeros and the PID field has a value of 800.
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There's another option possible. Within this option, we put PPP protocol into the Frame Relay frames
(PPP in Frame Relay) and then into PPP we put IP. This alternative is specified in RFC 1973. It's
derived from RFC 2427 (without SNAP), where the NLPID field has a value CF . It's an option for
the PPP protocol that doesn't use HDLC encapsulation, but Frame Relay encapsulation.

4.5.3 Local Management Interface

We can use a Frame Relay network in a way where we mechanically put frames into a virtual
circuit, take them out on the other side, and do not care about anything else. But a Frame Relay
network is mostly able to give other information as well, such as various statistics, accounting
information, information about any concrete interface that may have been connected,
disconnected, configured, and so on. This communication works on the Local Management
Interface (LMI) protocol.

For such information, the DLCI service with number zero is used, where the user exchanges with
Frame Relay frames (carrying LMI), frames with appropriate information. During router
configuration, we write in the type of the LMI protocol implementation.

4.5.4 Frame Relay Configuration on CISCO Routers

It's necessary to understand that a Frame Relay provider will probably place a synchronous baseband
modem on our site (a modem that works in the base band), which we connect with, for example, a
V.35 cable. So all the virtual circuits (all DLCIs) will be connected to one serial interface (they will
be physically in one cable). Let's say they will be connected to the interface 'Serial 1'.

Each data DLCI will create a sub-interface and it will be marked in CISCO configuration with the
suffix .1, .2, and so on (for example, Serial 1.1). We don't explicitly configure the DLCI service
even if we activate, for example, LMI by a special command.

Frame Relay protocol can use standard encapsulation as shown in Figure 4.26 (frame-relay
encapsulation) or encapsulation according to RFC 2427 (frame-relay IETF encapsulation).

Example (DLCI=112):
Interface Serial 1
no ip address
encapsulation frame-relay IETF
frame-relay Tmi-type cisco
!

interface Serial 1.1 point-to-point
ip address naka
no ip directed-broadcast
frame-relay interface-dlci 112

4.5.5 Frame Relay Protocol

The customer usually agrees with the Frame Relay provider on the following:

e The localities that will be connected with the virtual circuit.
e  The Committed Information Rate (CIR) and Excess Burst Rate (BE).
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e The BECN and FECN bits setting. The user has to think about how to use them if the
user's routers are able to use these bits.

e  The line that connects the user and the provider (connection such as leased line, fiber
optic, radio relay, etc.). Usually the Frame Relay provider provides the lines to
connect its network with the user as well. It's very important to know which physical
interface (V.35, X.21, and so on) will be used, so you would know which connection
cable you're supposed to buy for your router.

A frequent question is: What is the difference between Frame Relay and a public X.25 network?
Frame Relay is just a link-layer protocol (X.25 is a network layer protocol), so Frame Relay users
usually don't have some unique worldwide address. The second difference is that Frame Relay is a
datagram service, so the frame delivery is not guaranteed. X.25 stores data that couldn't be
processed into its buffer and transmits it gradually. A common characteristic is that both protocols
create virtual circuits.

4.6 Local Area Networks

Local Area Networks with transmission rates ranging between 10 Mbps and 10 Gbps belong
among medium-speed networks. The aim of the LAN is to interconnect computers (and other
communication appliances such as routers) within one or several buildings in a campus so they
can mutually communicate. When using optical cables, the LAN can cover several miles.

Many different LAN systems have been developed over the last few years, although, just two of
them have become more widespread: Ethernet and, to a lesser extent, the FDDI. (You can also
come across the Token Ring system by IBM, but this usually applies only to users that are fully
equipped with IBM appliances.)

In order to connect a computer to the LAN, we have to insert the appropriate network card first.
The LAN link protocols are partially executed directly in the network card.

The LAN comprises of the following parts:
e Cabling belongs to the physical layer.

e Network cards are inserted into computers and other devices. This is part of both the
physical and the link layer since part of the software for dealing with the link layer is
executed directly within the network cards.

e Link protocol (including link frames and their handshake).

Several LAN systems have been created independently from each other. Ethernet II is still used.
Some years ago, the Institute of Electrical and Electronics Engineers (IEEE) came up with a
project. The aim of this project was to unify existing initiatives and work out standards for
particular LAN types (for example, Ethernet, Arcnet, Token Ring, and so on). These standards
described the Media Access Control (MAC) layer for each type. The IEEE 802.3 standard was
created for Ethernet, IEEE 802.4 for Token Bus, IEEE 802.5 for Token Ring, and so on.

A joint standard, IEEE 802.2, was created for the Logical Link Control (LLC) layer of all systems.
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In other words, the LAN link layer has been divided into two sub-layers. The bottom MAC
layer—partially overlapping the physical layer—deals with access to the communication medium.
The top LLC layer enables you to initiate, administer, and terminate logical connections between
individual LAN stations.

Link LLC IEEE 802.2
layer
MAC IEEE 802.2, 902.4, 802.5, ...
Physical -
layer Physical
layer
1SO OslI IEEE

Figure 4.31: IEEE 802 architecture

ISO has taken over the IEEE standards. So ISO 8802-2 originates in the IEEE 802.2 standard, ISO
8802-3 in the IEEE 802.3 standard, and so on.

4.6.1 Ethernet

The Ethernet protocol was originally developed by DEC, Intel, and Xerox. Its 10 MHz version is
known as Ethernet II. As stated above, the IEEE later normalized the Ethernet protocol as the
802.3 standard. This standard was taken over by ISO and published as ISO 8802-3. The frame
format according to the Ethernet II standard slightly differs from the ISO 8802-3 standard.
Gradually, the IEEE 802.3u standard for 100 MHz Ethernet (Fast Ethernet) and the IEEE 802.3z
standard for 1 GHz (Gigabyte Ethernet) were created.

Originally 10BASES thick coaxial cable was used for Ethernet distribution. A coaxial cable, which
could be only up to 500 meters in length, constituted one local network segment. The thick Ethernet
segment (as it was often referred to) mostly consisted of one piece of coaxial cable. Transceivers
would connect to the coaxial cable, connecting to the AUI ports of Ethernet cards added to
computers. The DB15 connector would be usually used for the AUI port.

10BASES means that it is a network using the transmission frequency of 10 MHz (that, for
Ethernet, also equals the theoretical transmission rate of the network).

Ethernet )

u =

Router E

Printer

Figure 4.32: The Ethernet segment formed by a coaxial cable
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The massive expansion of Ethernet came with the use of thin coaxial cable. The thin coaxial cable
is interrupted at each station with a BNC connector welded or pressed by using special tongs onto
both ends of the interruption. A BNC-T connector is inserted between two BNC connectors. The

third BNC connector outlet is fixed directly onto the BNC connector of the Ethernet network card
in the computer. There are also transceivers for thin Ethernet; the BNC-T connector then connects

onto the thin Ethernet transceiver, and the cable leading from the transceiver connects onto the
AUI port of the computer.

Thin Ethernet, known as 10BASE2, can form a segment of a maximum length of 185 meters. If

the same auxilliary network cards are used in the segment, then with some types of these cards, it
is possible to extend the segment to 300-400 meters.

The LAN segment length is maximum at 500 (or 185-300) meters. A LAN can be extended by
using several segments that are interconnected by repeaters. A repeater is a box with two or more
network interfaces that are mutually interconnected. If a data frame appears at one of the
interfaces, it is automatically repeated to all others. A repeater may have both AUI and BNC ports,
so some segments might use thin Ethernet while others use thick Ethernet.

A pair of optical cables may be used between two repeaters; this type is sometimes referred to as
10BASE-F. The length of the optical interconnection of two repeaters may reach 1 km.

The repeater might also use ports for twisted-pairs. However, the situation for twisted-pairs
somewhat differs. A twisted-pair (to be more precise, two pairs of wires) is an connection between
the repeater and the computer. This is more like the transceiver-AUI-connector interface
(although, it does not have a power supply).
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Figure 4.33: LAN consisting of individual segments
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The repeater (as opposed to the coaxial cable) is the core of a network consisting of twisted-pairs.
The twisted-pairs come out of the repeater in a star formation, connecting particular computers. A

repeater for twisted-pairs is referred to as a Hub (hub was used for the active element of star-
shaped networks).
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Figure 4.34: HUB (repeater)

The connection between the repeater and the computer is formed by two twisted-pairs (four wires). It
is a duplex connection with one pair for each channel. From the viewpoint of the computer, one pair
is used for transmission, the other one for reception. Hubs used for twisted-pairs can be mutually
interconnected. Note that what is transmission to one is reception to the other, so the pairs must be
mutually crossed in the patch cord (similarly to null modems). Most often, hubs are supplied with a
switch fixed to one of the ports causing the pairs to cross. So a normal patch cord can be used,
connecting it to the port with a switch that is set to the relevant position.

Ethernet using twisted-pairs is referred to as I0BASE-T. There are also a ten times faster version
of Ethernet referred to as 100BASE-TX and Gigabyte Ethernet referred to as 1000BASE-CX.

| Physical | Physical | Physical | Physical | —
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Repeater
Application Application Application
Presentation Presentation Presentation
Session Session Session
Transport Transport Transport
Network Network Network
Link Link Link
Physical P Physical e Physical
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(Repeaters cannot be used for combining 10BASE-T, 100BASE-TX, and 1000BASE-CX. A
switch must be used to interconnect them.) The length of the twisted-pair between a repeater and a
station can normally be up to 100 meters.

From the network model point of view, the repeater (hub) functions on the physical layer.
Communication over a LAN using repeaters between computers is transparent, i.e., the computers
on the LAN communicate to each other without knowing about the repeaters existence.

A bridge also interconnects individual LAN segments, though unlike a repeater it does not repeat
mechanically all the frames that appear at one of its ports. A bridge is a specialized computer that
works with a bridging table. The table contains a list of all the link addresses (MAC addresses) of
all of the LAN's network interfaces.

In the bridging table, each address has information behind which the network interface of the
bridge is located. If the data frame appears on some network interface of the bridge, the bridge
looks at the destination address in the data frame and (using the bridging table) finds out behind
which interface the address is located. It then only repeats the frame onto the interface where the
destination address is located. If it is the same interface, the frame is not repeated at all. Logically,
broadcasts are repeated into all interfaces.
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Figure 4.36: Bridge
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The possible size of the bridging table, i.e., how much memory is allotted to it, is an important
bridge parameter. The most important of all, however, is how to fill this table with correct data.
One of the possible answers is that the network administrator inserts the data manually. This might
sound ridiculous, but it is a suitable solution for high-security networks. In this case, the LAN
administrator sets exactly who can communicate with whom. At present, the bridges are
supplemented with another table that is a reversed version of the bridging table listing who is not
allowed to communicate with whom.

How can data be filled into the table automatically? The algorithm is very simple. The bridge
works similarly to a repeater when it is turned on, i.e., it repeats everything onto all interfaces.
However, it checks the source address of all incoming frames. The bridge knows what the source
interface is, so the source address as well as the relevant interface can be inserted into the bridging
table as a new entry.

It is possible to have several bridges in one LAN. The frame handover between individual
interfaces of the bridges may not be as fast as with repeaters (the response time can be longer). In
some cases, it can be useful to interconnect two bridges by, for example, a serial line with modems
or a laser connection.

The repeater is the core of LAN segments. Individual segments are interconnected via bridges.
Computers that communicate with each other more intensely, such as computers within one
department, share a common segment. It is advantageous to connect, for example, the router to the
Internet or central servers to separate ports of the bridge. The bridge is used to separate the traffic
between particular segments.

Another solution is to use a bridge with a high number of ports while not using repeaters for
individual network segments. This solution is sometimes referred to as switched Ethernet. The
core of switched Ethernet is the intelligent bridge that starts to process another frame immediately
after it has recognized to which interface it should repeat the previous frame. Such a bridge has
already been referred to as a switch.

Switches are powerful bridges that can repeat frames not only between individual Ethernet segments,
but also between, for example, Ethernet and Fast Ethernet, Ethernet and FDDI, and so on. The switch
has to not only change the frame format from, say, Ethernet to FDDI, but it also has to cope with
different transmission rates. When transferring data, problems occur between fast segments (FDDI)
and, for example, Ethernet, since FDDI can deliver data at a rate that Ethernet cannot handle. Frames
must be stored in the buffer memory of the switch.
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Figure 4.37: Switch

The CSMA/CD protocol is used for exchanging data between stations on Ethernet. Within this
protocol all LAN stations are equal. If any of the stations needs to transmit, it listens on the LAN
to find out whether any other station is transmitting. If the medium is not used (i.e., no other
station is transmitting), the station can start transmitting. However, two stations might have
decided to transmit at the same moment. So besides transmitting data, the station keeps listening to
check whether another one has started transmitting at the same time. Should another station start
transmitting, a collision occurs. For other stations to be capable of detecting such a collision, the
two stations cannot cease the transmission immediately, but keep transmitting characters of no
importance for a while, then they both stop transmitting at a randomly chosen moment.

The denser the traffic on Ethernet, the higher the probability of collisions. A reasonable workload
for the network is approximately 20%. So for an Ethernet of 10 MHz frequency, the throughput of
the network is calculated for approximately 2 Mbps, i.e., 256 Kbps.

If we have a segment with only two stations, a collision might also occur on the coaxial cable. The
situation is different if the segment containing two stations is linked by a twisted-pair that has
separate pairs for transmitting and receiving. Network cards then switch into the full duplex mode
in which both stations can transmit and receive data at the same time. This is referred to as a
collision-free segment. In these segments, speeds close to the theoretical maximum may be
achieved. If the LAN core is not the repeater, but a switch with individual stations being connected
via a collision-free segment, this is referred to as switched Ethernet. The collision-free segment
consists of a computer on one side and the switch interface on the other.
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The structure of the Ethernet protocol frame depends on the standard used. The structure within
the Ethernet II protocol is shown in the following figure:

"""""" Preamble Destination address| Source address | Protocol Data Checksum (CRC)
4444444444444444 8B . 68 68 2B 46-1500 B 4B
0800,4 IP packet
08064 ARP
803544 RARP

Figure 4.38: Ethernet II frame format

Ethernet II begins with a synchronizing preamble (part of the physical layer) where all stations
receiving frames synchronize. The frame is finished by a checksum that reveals if any damage has
been done to the frame. Additionally, it contains 6-byte link addresses of both the source and the
destination. A field specifying the higher-layer (i.e., the network-layer) protocol and the
transferred data themselves (protocol specification: IP version 4, ARP, and RARP) are clearly
shown in Figure 4.38. The data field must be at least 46 bytes long, and if a lower amount of data
must be transmitted, the rest is filled with useless padding.

The physical addresses have 6 bytes. The first three bytes specify the network card producer and
the remaining bytes specify the particular card of that particular producer, so the addresses are
unique worldwide. This applies only to global addresses. They are stored in the permanent
memory of the network card. Upon initialization of the card by the driver, the card can be
commanded not to use that particular address, but a different one. Therefore, it is possible to use
your own local managed system of link addresses, for example, within one company. This
mechanism was used, for example, by the DECnet phase IV protocol.

The network card can use a globally dedicated address or a locally managed address. Besides these
dedicated addresses there are also broadcasts and multicasts. The broadcast (with an address
composed of 48 1s) is aimed at all LAN stations. The multicast (with the lowest bit of the first
byte set to 1) is aimed at only some LAN stations, i.e., the ones that accept the included address.

Card identification inside of manufacturer
Manufacturer identification identification of card series

IIIIII‘I Lttt rfrrrrr et rrrretl
1=broadcast/multicast, O=individual address of the interface (unicast)

—— 1 =privately administered address (inside of a particular company)
O=universally administered address

Figure 4.39: Destination link address
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Bits zero and one of the first byte in a link address have a specific meanings that are as follows
(see Figure 4.39):

e  Bit zero specifies if it is a dedicated address (unicast address) or broadcast/multicast
address.
e  Bit one specifies if it is a globally managed address or a locally managed address.
As an example, let's have a look at an Ethernet II protocol frame statement from an MS
Network Monitor:
+ FRAME: Base frame properties

ETHERNET: ETYPE = 0x0800 : Protocol = IP: DOD Internet Protocol
ETHERNET: Destination address : 00000C31D211

ETHERNET: ....... 0 = Individual address

ETHERNET: ...... 0. = Universally administered address
ETHERNET: Source address : 0010A4F18B3E

ETHERNET: ....... 0 = No routing information present

ETHERNET: ...... 0. = Universally administered address
ETHERNET: Frame Length : 74 (0x004A)
ETHERNET: Ethernet Type : 0x0800 (IP: DOD Internet Protocol)
ETHERNET: Ethernet Data: Number of data bytes remaining = 60 (0x003C)
+ IP: ID = OxAB06; Proto = ICMP; Len: 60
+ ICMP: Echo, From 195.47.37.200 To 194.149.105.18

For the ISO 8802-3 protocol, the situation is more complicated. The ISO 8802-3 protocol data
frame only differs in one field in comparison with Ethernet II as shown in the following figure:

Preamble Destination address | Source address Length Data Checksum (CRC)
8B 6B 6B 2B 46-1500 B 4B

Figure 4.40: IEEE 802.3 protocol frame (ISO 8802-3)

The data field (see Figure 4.41) can contain not only data, but also the ISO 8802-2 protocol
packet, the header of which can by extended by two more fields that form SNAP. In other words,
the stations are able to communicate to each other with the help of the following:

e Raw frames of the ISO 8802-3 protocol (without ISO 8802-2 and SNAP).

e SO 8802-3 protocol frames that encapsulate ISO 8802-2 without SNAP,
colloquially referred to as Ethernet ISO 8802-2.

e  The ISO 8802-3 protocol frames that encapsulate ISO 8802-3 with SNAP,
colloquially referred to as Ethernet SNAP.

The length field expresses the length of the data transferred. The two Ethernet standards differ in
this field. During operations, it is impossible to get the frame types mixed up, since the data length
is up to 1,500 B and the protocol specifications of the Ethernet II standard are expressed by
numbers higher than 1,500.
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Preamble Destination address| Source address | Protocol Data Checksum (CRC)
8B 6B 6B 2B 46-1500 B 4B
T SNAP i
“DSAP | ssap | Control Org.Code | Protocol
1B 18 | e 3B | 2B DATA
AA:I.G AA:I.G 0316
< > 0800,4 IP packet
ISO 8802-2
08064 ARP
8035, RARP

Figure 4.41: ISO 8802-2 and SNAP

We will now see an example of an Ethernet SNAP frame statement:

+ FRAME: Base frame properties
ETHERNET: 802.3 Length = 60
ETHERNET: Destination address : 010081000100

ETHERNET: ....... 1 = Group address

ETHERNET: ...... 0. = Universally administered address
ETHERNET: Source address : 0000810C3D50

ETHERNET: ....... 0

ETHERNET: ...... 0. Universal administered address
ETHERNET: Frame Length : 60 (0x003C)
ETHERNET: Data Length : 0x0013 (19)
ETHERNET: Ethernet Data: Number of data bytes remaining = 46 (0x002E)
LLC: UI DSAP=0XAA SSAP=0xAA C
LLC: DSAP = OXAA : INDIVIDUAL : Sub-Network Access Protocol (SNAP)
LLC: SSAP = OxAA: COMMAND : Sub-Network Access Protocol (SNAP)
LLC: Frame Category: Unnumbered Frame
LLC: Command = UI
LLC: LLC Data: Number of data bytes remaining = 43 (0x002B)
SNAP: ETYPE = 0x01A2
SNAP: Snap Organization code = 00 00 81
SNAP: Snap etype : 0x01A2
SNAP: Snap Data: Number of data bytes remaining = 38 (0x0026)

No routin? information present
Yy

The chosen frame does not carry an [P-datagram as you might have expected. As for the Internet,
each station must support the Ethernet II protocol. Only the stations that somehow agree on using
Ethernet ISO 8800-3 can actually use it. That is the reason for the Ethernet 11 protocol being by far
the most widespread.

Let's get back to the field description. The Destination Server Access Point (DSAP) and Source
Service Access Point (SSAP) specify the source and destination applications sending/receiving
the particular frame. For example, the IP-protocol uses DSAP=SSAP=AA ;s and NetBIOS uses
DSAP=SSAP=F0;5. When using the ISO 8802-2 protocol, it is possible to deliver data all the way
to the particular applications running on the station. There are even network protocols that use
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this kind of address identification (do not use the network layer) for LAN communication. While
the use of such protocols is effective (one layer faster), they are non-routable, i.e., they are aimed
at being used only by a LAN, not the WAN. The NetBEUI protocol is an example of such an
exotic protocol.

The control field is completely analogous to the control field of the HDLC protocol. Again, the
stations can use U-, I-, and S-frames to communicate. The frames can be numbered; so if they get
lost or if an error occurs, retransmission can be requested and so on. As for the IP protocol, only
U-frames are used and the P/F bit is set to zero, i.e., the control field has a value of 034 (similar to
the PPP protocol).

The Sub-Network Access Protocol (SNAP) header is used for specifying the higher layer
protocol, which is similar to the protocol field in Ethernet II. It consists of two fields. The 3-byte
Organization code ficld specifies the organization that administers the assignment of numbers for
higher-layer protocols that are carried in the Protocol field. Even the 00-00-00,¢ organization code
has the same higher layer protocol specifications as the Ethernet II protocol. In short, what was
missed in the ISO 8802-3 protocol in comparison with the Ethernet II protocol (the protocol field)
is clumsily taken care of by the SNAP header.

4.7 Wireless Local Area Network

Currently, the use of WLAN is rising. There are several reasons for this:

e  Mobility—the user is not limited by the cable and socket.
e Fast and easy setup.

e Lower overall cost of building the network (no need to build expensive cable
distribution infrastructure).

e Extendibility by choosing a suitable antenna and setting its polarization
appropriately. In this way both the capacity and territory covered can be extended.

e Roaming is an important WLAN feature. If roaming is set, mobile stations can freely
move within an area covered by the signal of access points if these access points are
interconnected, for example, by the backbone network. Mobile stations log onto the
access point providing the best signal-noise ratio (SNR). Should this ratio decrease
below the limit set or should the signal disappear completely, the mobile station
switches into the promiscuous mode or looks for another access point with the best
signal-noise ratio. Roaming does not disturb the network communication of
particular applications in any way.

Usually, a WLAN is found:

e Outdoor environment:

o Inplaces where it is impossible to use appliances attached by cables
and sockets such as hospitals or production halls.

o In combination with infrastructural cabling with desktops being
connected in the classical way with infrastructural cabling and laptops
being connected wirelessly.

o Intemporary networks such as exhibition grounds, college dormitories, etc.
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e Indoor environment:
o Internet and intranet networks.

WLANS use radio transmission in the 2.4 GHz or 5 GHz band as the transmission medium. No
broadcasting license is usually needed. Therefore, in this case no authority coordinates the
assignment of licenses; so you can end up interfering with other WLANSs (such as those of Internet
providers). If we do not set up the network properly, we can even interfere with our own network.
Other interference sources can be appliances using the same band such as microwaves, Bluetooth,
personal wireless networks, etc.

The IEEE 802.11 standard specifies WLAN. WLAN use a Media Access Control (MAC)
Protocol referred to as Carrier Sense Multiple Access/Collision Avoidance (CSMA/CA). It
was derived from the CSMA/CD (collision detection) that we know from Ethernet. As opposed to
Ethernet, however, wireless transmitters do not detect airborne collisions; therefore, the
confirmation system is used for their detection. The CSMA/CA protocol is also used for
association and re-association of the end station with the access point.

The signal can advance in one of the following ways in the WLAN:

e Direct Sequence Spread Spectrum (DSSS): This is the transmission of radio waves
in the band from 2.4 to 2.4835 GHz using DSSS. The transmitter changes the data
(bit) flow into the flow of symbols with each symbol representing a group of one or
more bits. Using a modulation technique such as the Quadrature Phase Shift
Keying (QPSK), the transmitter modulates or multiplies each symbol by a pseudo-
random interference sequence. This operation artificially increases the bandwidth
used in connection to the sequence length. The DSS divides the band into 14
channels of 22 MHz each, partially overlapping. There are just three non-overlapping
channels in the band.

e  Frequency Hopping Spread Spectrum (FHSS): The transmission of radio waves
of 2.4 to 2. 4835 GHz using FHSS transmits one or more data packets via one
frequency (the band is divided into 75 sub-channels, each of 1 MHz) then hops onto
a different frequency. The method of hopping between individual frequencies is not
random, but uses a repeating order that is known to both the transmitter and receiver.
In order to minimize the possibility of simultaneously using one sub-channel, it is
possible to set various conversations using different keys.

o Diffused Infrared (DFIR): Local infrared data communication is limited to one
office or another undivided space. This is due to the fact that infrared rays do not go
through solid matter, but bounce off.

There have been and there still are many different attempts to extend the IEEE 802.11 standard in
order to improve the functionality of the WLAN. This includes 802.11b, known as Wireless
Fidelity (WI-FI), which enables reaching a theoretical rate of 11 Mbps in the 2.4 GHz band. This
is provided by Complementary Code Keying (CCK). The transmission rate changes
dynamically based on the signal and noise levels. The 11 Mbps rate already includes overhead so
the usable rate is approximately 40% lower with a strong correlation to many factors such as the
number of end stations, the transport protocol used, the length of the files transported, and so on.
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4.7.1 Typical WLAN Configuration
4.7.1.1 Peer-To-Peer Networks

This is also called the ad-hoc mode. Wireless stations communicate directly with each other. No access
point is needed nor any configuration. This method is suitable for a maximum of 8 to 10 computers.

Figure 4.42: Peer-to-peer WLAN

4.7.1.2 Access Point

The WLAN access point is stationary and forms a base radio station and data bridge. The access
point is usually connected to the network via, for example, an Ethernet.

Security features such as encryption or filtration of link or IP addresses can also be set in the
access point. The number of end stations that can be connected to one access point is 15-38.

_|_,_\|’)>

Figure 4.43: WLAN Access Point
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4.7.1.3 Roaming (Several Access Points)

If roaming is enabled, the end stations can move freely with individual access points handing them
over between each other.

Figure 4.44: Roaming WLAN

4.7.1.4 Backbone Point-to-Point Connection

This is the interconnection of two networks via access points in the point-to-point configuration.
This connection is typical for an outdoor solution using a supplementary beam antenna.
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Figure 4.45: Backbone point-to-point connection

4.7.2 Antennas

WLANS are used not only indoors as an alternative to a classical 'wired' Ethernet, but they are
being also used more and more outdoors. In such cases, lighting arresters and supplementary
antennas are used. By combining powerful transmitters and good antenna gains, it is possible to
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communicate over significant distances. These appliances usually work in the half-duplex mode,
but they can be modified into a full-duplex connection by using two parallel pairs of antennas, one
for the transmission and the other for the reception. An antenna with high gain located at the
destination point will also help us solve the problem of radiated power fall-off with distance.

The antennas are used with horizontal, vertical, or circular polarization. The vertical or horizontal
polarizations are set by turning the antenna; however, circular polarization requires a different
antenna type such as a spiral antenna. Parabolas of various diameters are used for the point-to-
point connection while for the point-to-multipoint communication, Yagi antennas, i.e., horizontal
multidirectional antennas or sector antennas are used.

When building antennas outdoors, it is necessary to respect and verify physical rules governing
radio communication such as the Fresnel zone, which sets the maximum height of objects located
between antennas.

4.7.3 Security of WLAN

Until recently, WLANSs were using several not-very-secure features of wireless network
protection. Let's have a look now at some security features used by WLANS.

4.7.3.1 Service Set ID

The SSID is a reference to the access point, which can be set as needed (also called network
name). It is possible to set the access point so it transmits the network ID at regular intervals thus
enabling the user to choose the appropriate network based on the revealed SSID. This is not very
secure since the SSID is revealed to potential hackers as well. Another possibility is the manual
configuration of the SSID at the end stations.

4.7.3.2 Wired Equivalent Privacy

The WEP protocol is a facultative part of the IEEE 802.11b standard, which provides
authentication of stations and transmission encryption. However, many WLANs do not use it. It is
switched off implicitly, although it is vital for data security and network management, and for
these reasons, it should be switched on. The WEP protocol uses symmetrical encryption.

For the authentication of end stations, all stations use an identical 40-bit long shared secret that will
be used by the end stations together with their link addresses for access point authentication. It is a
one-sided authentication of the end stations (appliances), not user authentication.

For data encryption, a 64-bit key is used (although, some producers offer a 128-bit key)
consisting of the user key and a changeable initialization vector of 24 bits. The initialization vector
changes with every packet. The RC4 algorithm is used as the encryption algorithm.

The security of the WEP protocol is questionable since captured data can be easily used for
decrypting the cipher using commonly accessible programs such as WEPcrack or AirSnort. Due to
holes in the system of security keys, AirSnort is capable of breaking the cipher within seconds
after one day of passive sniffing.
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Oftentimes, WLANS are used at a point-to-multipoint Internet user connection. In such
cases, users using the same access point for connection must realize that by sharing the
same Ethernet segment they are also sharing the same key. We recommend that our users
use other means of protecting their data from their neighbors such as IPsec or security
measures at the application level (SSL/TLS, S/MINE, SSH, etc.).

4.7.3.3 IEEE 802.1X

WLAN security was questionable. The IEEE 802.1X standard is becoming increasingly common for
security measures. It involves user authentication, encryption, and secure distribution of keys.
Figure 4.46 shows a typical way of using this security system (used, for example, by Lucent for the
WLAN in the Orinoco network.). Again, EAP-TLS is used here (see Section 4.4.3.3).

Point RADIUS Server
e user stored in a database
e user’s certificate is a part of user's
record in a database

installed support X.802.11
installed support X.802.1X
installed support EAP-TLS
issued certificate

802.11 Authentication and association >

802.1X EAP-TLS Authentication >

< User authenticated, sending keys |

User OK, sending keys for WEP |

Secure communication >

Figure 4.46: IEEE 802.1X security system
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4.8 Fixed Wireless Access

Fixed Wireless Access networks (also called Wireless Local Loop) is a wireless technology
enabling broadband connection such as point-to-multipoint. The FWA is an alternative solution to
the 'last mile', giving telecommunication service providers an option to access end users directly. The
main feature of this technology is the high throughput of the band enabling attainment of high-rate
data transport and voice communication, as well as provision of other telecommunication services.

This is a cellular system based on a large number of mutually overlapping cells that work similarly
to the GSM networks with the end terminals being stationary (they can be located, for example, on
the customer's building) in direct visibility with the base station.

The base station is composed of shared managing hardware and an antenna system that provides
signal transmission for a 360° radius of 7-9 km. The signal transmission can be divided into
sectors ranging between 15° to 90°. By using frequency planning, it is possible to increase the
overall capacity of the base station and use the frequency spectrum optimally.

One base station with one or more sectors composes the basic construction unit of the FWA. By
mutually interconnecting the individual base stations, a network covering extensive areas is
created. A managing and operational center is a part of the network where the network operations
are checked and monitored as well as the quality of the services provided.

An end terminal is used to connect the customer. It consists of a compact antenna system and an
inner unit with a telecommunication interface that is used to connect the customer's network.

The FWA is formed by a broadband network in the bands of either 26 GHz or 3.5 GHz giving the
operators and Internet providers the option to offer quality services such as:

e Fast Internet access (up to 8 Mbps)

e  Virtual Private Networks (VPN)

e High-rate transport of extensive data volumes

e Voice services based on the EuroISDN30 principle

e Conference services

e  Multimedia services

The configuration as well as the modular nature of end terminals at the user's premises also
enables one to combine these services.

4.8.1 The Differences Between FWA and WLAN

These technologies are aimed at different targets. Thus FWA in contrast to WLAN:

e Does not have mobile stations and does not support roaming.

e Has assigned licensed frequency bands. Interferences from other networks does not
occur. It is usually possible to guarantee the client a certain bandwidth. But the FWA
provider pays a fee for the frequency assigned.
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The transfer rates and the capacity of both base and end stations are significantly
higher while the distant range is smaller.

The FWA is aimed at voice transport; the end stations can be equipped with various
interfaces for connecting a router. They do not usually provide an Ethernet interface.

The price of the end and base stations differs from WLAN appliances by up to
two orders of magnitude.

4.8.2 The Main Benefits of FWA

The main advantages are as follows:
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Guaranteed bandwidth
High degree of reliability of transmission (99.995%) comparable to optical cables
Flexibility and high capacity

Effective use of the frequency spectrum width



Internet Protocol

Some link protocols are designed for data transportation within a local network, while other link
protocols transport data between neighboring routers in a wide network. Unlike link protocols, IP
protocol transports data between any two arbitrary computers within the Internet, i.e., through
many LANSs.

Usually, the data is transported (routed) from the sender to the recipient through many routers.

A number of routers can appear between the sender and the recipient. Each router resolves routing
to the next router (next hop) independently. The data is thereby transferred from one router to
another. A hop means the next junction (a router or a destination machine) to which the data is
being transferred.

The IP is a protocol that enables the connection of individual (often local) networks into a worldwide
Internet. The Internet also got its name from Internet Protocol. The acronym Internet Protocol means
InterNet Protocol, i.e., a protocol connecting particular networks. Later it became an established
custom to write Internet instead of InterNet and that is how the term Internet originated.

Internet

Figure 5.1: InterNet



Internet Protocol

The IP consists of several individual protocols that are as follows:

e The actual IP.

e Internet Control Message Protocol (ICMP) that serves specifically to signal
abnormal states.

e Internet Group Management Protocol (IGMP) that serves for local transportation
of multicasts.

e Address Resolution Protocol (ARP) and Reverse Address Resolution Protocol
(RARP) that are often seen as independent protocols because their packets are not
encapsulated in IP datagrams.

Whereas in the link protocol, each network interface has its physical (i.e., link) address, which for
LANSs consists of 6 bytes, in the IP protocol, each network interface has at least one IP address,
which for IP version 4 is 4 bytes and for IP version 6 is 16 bytes.

IP layer: IP address

Data link layer: Data link address

LAN

Figure 5.2: Link address and IP address

The basic element used to build a Wide Area Network (WAN) is a router with which individual
LANS are connected into a wide network. For a router, you can use a normal computer with
several network interfaces and a normal operating system or a specialized box into which you
usually do not connect a monitor or keyboard. The word router thus has two meanings. The first
general meaning of the word is a computer (classic computer or specialized box) that serves to
transfer data packets between two network interfaces. The second more practical meaning of
router is a specialized box that works as a router.

The ability to transfer data packets between the network interfaces of a router is called
forwarding. While this function is required for routers, for computers with a classic operating
system (UNIX, Windows, etc.), we have to solve the question of how to make the operating
system kernel prohibit forwarding.

The basic question is "Why are two protocols needed? Why is one link protocol not enough?"

A link protocol only serves for transporting data within a LAN (i.e., for transporting to the nearest
router, which unpacks the data from the link framework and repacks the data into a different link
frame). A different link protocol may be used at each interface of a router. Do not be fooled when
a router uses the same link protocol on its different interfaces, for example, Ethernet. Even in this
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case, repacking is happening—we just have to keep in mind that an Ethernet frame uses different
physical addresses before unpacking than it does after reassembling.

A particularly strong argument in the debate as to whether two protocols are necessary is the
characteristics of protocols that only use a link layer for transporting data. For example, certain
communication participants only have link (6 byte) addresses such as the NetBEUI (Microsoft) or
LAT (Digital) protocols. These protocols are simple and usually faster at creating and processing
packets. However, because it is only possible to address a recipient within the LAN, it is not
possible to send data to a recipient behind a router, i.e., in a WAN. That is why these protocols are
marked as non-routable. They are usable only within a local network, not outside it.

HDLC Ethernet 2
Ethernet 1 Destination
Source

~ 1st Data link protocol 2nd Data link protocol 3rd Data link protocol R

> >
< > < L]

IP protocol

Figure 5.3: Link protocols and IP protocol

Figure 5.3 shows that, unlike IP, which transports data between two remote computers on a WAN,
the link protocol only transports data frames to the next router. While each router throws away the
envelope in which the data is wrapped on a link layer and creates a new one, an IP datagram (IP
packet) is not changed by the router. The router must not change the IP datagram content. The
only exception is the Time To Live (TTL) entry in the IP datagram header. Each router is obliged
to diminish the entry by a minimum of 1. When the entry reaches 0, the IP datagram is thrown
away. Using this mechanism, the Internet tries to prevent endless wandering of packets through
the Internet. There are also other exceptions (like fragmentation, source routing, and so on), which
we will talk about later.

While for link protocols, the basic unit of transferred data is called a link frame, in the IP the
basic unit of transferred data is called an IP datagram.

Let's look at the situation illustrated in Figure 5.4 in which a sender from the local Ethernet 1
network sends an [P datagram to a recipient on the Ethernet 2 network. To make things simpler in
Figure 5.4, we marked the IP addresses of the sender and recipient with the words From and To,
as if the datagram were an email. We also marked the link addresses in the same way. For
example, in the figure the sender has HW1 as a link address.
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HW4 Ethernet 2
Ethernet 1 \ 7/ HW5
[ : P2

HW1 Destination

Source ‘
Ethernet: IP: Ethernet
To=HW2, From=HW1 | From=IP1, To=IP2 |CRC

Figure 5.4: Sender sending IP datagram encapsulated into Ethernet frame

The sender wants to send an IP datagram to the recipient with the IP address IP2. It creates an IP
datagram, but to insert it into a local network, the sender must insert it into a link frame (in our
case, Ethernet). It's good to note the analogy that the IP datagram was embarked on an 'Ethernet 1
ship'. However, the data can only travel through the link protocol to router 1, which unpacks the IP
datagram from the Ethernet frame and looks at the recipient's IP address. Depending on the
recipient's IP address, it decides to which of its routers the IP datagram should be sent, i.e., on
which link protocol the IP datagram should be embarked.

However, making this decision is not easy. The router decides based on its routing table (which
we discuss in detail in Chapter 7). Let us suppose that the router has decided on the HDLC line.

Header IP: HDLC
From=IP1, To=IP2 trailer

TTL=TTL-1

!

HW5
T 1P2
HW1 Destination
IP1
Source

Figure 5.5: The IP datagram is encapsulated into an HDLC frame
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The router lowers the value of the TTL entry by a minimum number of 1 and inserts our IP
datagram into a different link protocol, which in our case is the HDLC protocol (see Figure 5.5). If
we compare the HDLC protocol to a container transport, then our IP datagram was reloaded from
the Ethernet 1 ship into an HDLC company container.

Our IP datagram is transported via the HDLC protocol to the next router, which again unpacks the
IP datagram from the HDLC envelope, lowers the value of the TTL entry, and, after wrapping it in
an Ethernet envelope, inserts it into the destination LAN.

: HW5
¥ P2
HW1 Destination

IP1

V TTL=TTL-1

Source ‘
Ethernet: IP: Ethernet
To=HW5, From=HW4 | From=IP1, To=IP2 [CRC

Figure 5.6: The IP datagram is again encapsulated into an Ethernet frame

The same link protocol is purposely chosen (Ethernet) for both LANs to illustrate that the link
frames of these two LANSs are totally different. In the sender's LAN, the Ethernet frame has the
sender's HW1 address and the recipient's HW2 address—whereas in the recipient's LAN, an
Ethernet frame is also used, but the sender's address is HW4 and the recipient's address is HWS.

5.1 IP Datagram

In explaining the TCP/IP protocol family, it is common to draw everything in a table that has
a line of 4 bytes, i.e., bits 0 to 31. We too will often refer to this description.

An IP datagram consists of a header and transmitted data. A header usually has 20 bytes.
However, a header can also contain optional entries that can make it longer.
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The structure of an IP datagram is shown in the following figure:

0 8 16 24
Version IP| Header Type of Service Total IP packet length
4 bits length 8 bits 16 bits
Identifier of IP packet
16 bits Flags Fragment Offset
Time to live (TTL) Next level protocol IP header checksum
8 hits 8 bits 16 bits

Source IP address
32 bits

Destination IP address
32 bits

Options of header (if any)

Start of data (if any)

Figure 5.7: IP datagram

Before we start to describe particular header entries, we will capture an IP datagram using MS
Network Monitor. This way we will immediately be able to see whether what we are describing is
really being transmitted through the network. Now we can begin to look at the meaning of

individual entries in the IP datagram header.

+ FRAME: Base frame properties
+ ETHERNET: ETYPE = 0x0800 : Protocol = IP: DOD Internet Protocol
IP: ID = 0x5814; Proto = ICMP; Len: 60
IP: Version = 4 (0x4)
IP: Header Length = 20 (0x14)
IP: Service Type = 0 (0x0)
IP: Precedence = Routine
IP: ...0.... = Normal Delay
IP: ....0... Normal Through ut
IP: ..... 0.. Normal Reliability
IP: Total Length = 60 (0x3C)
IP: Identification = 22548 (0x5814)
IP: Flags Summary = 0 (0x0)
IP: ..vuens 0 = Last fragment in datagram
IP: ...... 0. May fragment datagram if necessary
IP: Fragment Offset = 0 (0x0) bytes
IP: Time to Live = 32 (0x20)
Protocol = ICMP - Internet Control Message
IP: Checksum = OXEBFO
IP: Source Address = 194.149.104.198
IP: Destination Address = 194.149.104.203
IP: Data: Number of data bytes remaining = 40 (0x0028)
+ ICMP: Echo, From 194.149.104.198 To 194.149.104.203
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Version IP is the first entry in the IP datagram header. This 4-bit (half-byte) entry consists of an
IP protocol version. In this chapter, we talk about version 4 of the IP protocol, which is why in this
case this entry has a value of 4.

Header Length contains the header length of the IP datagram. In the case of the captured IP
datagram shown below, the header length is 20. However, you can see from the MS Network
Monitor hexadecimal printout, the header length has a value of 5 (not 20). The explanation is
simple. The length is not expressed in bytes, but in 4-byte units, and 5 x 4 equals 20. Thus, even
when using optional entries, the header length must be a multiple of four. If the header is not

a multiple of four bytes, it will be padded to a multiple of four using a meaningless value.

The maximum length of an IP datagram header is limited by the fact that the entry header length only
has 4 bits available (1111,=F;5=15;,). The maximum IP datagram header length is 60y bytes (=15 x
4). Since mandatory entries have 20 B, there is a maximum of 40 B remaining for optional entries.

Type of Service (TOS) is an entry that for a long time did not have a practical use. The TOS entry
is used to specify the IP datagram's transmission quality. The original meaning of the particular
bits of this entry is illustrated in the following figure:

TOS (8 bits)

Priority (3 bits) Type of Service (4 bits) Unused

A A A A

—— minimal price

maximal reliability

maximal throughout

minimal delay

Figure 5.8: Meaning of the particular bits of the TOS entry

However, RFC 2474 defines the entry in a new way. It does not even call it TOS anymore; the
entry is now called Differentiated Services (DS). The importance of this entry increased with the
requirement to guarantee bandwidth even in networks based on TCP/IP protocols and hence it was
introduced. These requirements were brought on especially by applications requiring sound and
video transmission.

It is necessary to provide a corresponding bandwidth on all lines leading between the sender and
the recipient for applications that have to guarantee a certain transmission bandwidth. For this
purpose, a Resource ReSerVation Protocol (RSVP) specified by RFC 2205 is used. If any
machine on this route does not support the RSVP protocol, the building of the guaranteed path is
threatened. We can use the following command in Windows XP to test whether it is possible to
build the route to a fictional address, http://www.company.com: pathping -R www.company.com
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Total IP packet length contains the total length of the IP datagram in bytes. Because this entry
only has two bytes, the maximum IP datagram length is 65,535 bytes.

Identifier of IP packet contains the IP datagram identification that is inserted into the IP
datagram by the sender's operating system. This entry, together with the Flags and Fragment
Offset entries, is used by the datagram fragmentation mechanism.

If the DF bit is set to 1, fragmentation is forbidden (see Figure 5.9). Setting it to 0, on the other
hand, means that fragmentation is possible. If the MF bit is set to 1, it specifies that this is not the
last fragment.

Flags 3 bits

O | DF | MF

DF - Don’t Fragment (May Fragment)
MF - More Fragments (Last Fragment)

Figure 5.9: Flags

Time To Live (IP datagram lifespan) prevents endless wandering of an IP datagram through the
Internet. Each router is obliged to diminish the positive TTL entry by a minimum of 1. When it
reaches 0, the IP datagram is thrown away. The sender of the IP datagram is informed about this
via the ICMP protocol.

How do we set the value of the TTL entry? You can set it explicitly for the ping and traceroute
commands. If, however, the program developer does not set it explicitly, we are generally dealing
with an operating system kernel parameter. In Windows XP, you can change the default TTL with
the HKEY_LOCAL_MACHINE\SYSTEM\CurrentControlSet\Srvices\Tcpip\Parameters\
pefaultTTL register key. We have to add it to the register (it is of type REG_DWORD).

Next level protocol contains the identification number of the higher-layer protocol that is
encapsulated in the IP datagram. In practice, we would rarely come across a case in which the IP
protocol is communicated with directly. A higher-layer protocol (TCP or UDP) or one of the
ICMP or IGMP service protocols is always used. The ICMP and IGMP protocols are formally part
of the IP protocol. However, they act as higher-layer protocols, i.e., there is an IP protocol header
in the transported packet followed by the ICMP or IGMP protocol header.

The numbers of higher layer protocols are given to the protocols' authors by the IANA
organization. The assigned numbers can be found at http://www.iana.org./numbers.html. As a
point of interest, the numbers of some of the protocols described in this publication are listed in
the following table:

Number of Higher Layer Protocol Protocol
1 ICMP

2 IGMP

6 TCP
1710=1146 UDP

Table 5.1: Protocol numbers
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A higher-layer protocol is not the only thing that can be encapsulated in the IP protocol. For
example, we can also encapsulate protocols that are not supported by the Internet and for some
reason need to be transported over the Internet such as Novell's IPX protocol (IPX over IP). Even
an actual IP datagram can be encapsulated over the IP protocol. At first sight, encapsulation of IP
over IP can seem like a waste of time. However, if we want to transmit data between two parts of a
private network over the Internet with an address 10.0.0.0/8 range, then this type of encapsulation
becomes necessary. Moreover, it is also possible to secure intra-IP datagrams with encoding and

a simple Virtual Private Network (VPN) can thus be created.

Number of Higher Layer Protocol (Decimal) Protocol

4 IP over IP

97 Ethernet within IP
111 IPXin IP

Table 5.2: Encapsulated protocol number (decimal)

If we need to transport IP protocol version 6 datagrams over a network that only supports IP
protocol version 4, then again we have no choice but to encapsulate IPv6 over IPv4. Table 5.2 lists
the numbers of some encapsulated protocols.

IP header checksum contains the checksum, but only from the IP datagram header and not from
the entire datagram. Its use is therefore limited. More detailed information on the calculation of a
checksum can be found in RFC 1071 and RFC 1141.

The problem with a checksum is that when a router changes any entry in the IP datagram header
(for example, it has to change TTL), it also has to change the checksum value, which requires a
certain overhead in the router.

Source IP address and Destination IP address contain a 4-byte IP source address and a 4-byte
IP datagram destination address.

5.2. Internet Control Message Protocol

ICMP is a service protocol that is part of IP. It is used to signal abnormal events in networks built on
the IP protocol. ICMP wraps its packets into an IP datagram, i.e., if we capture transported datagrams,
we can later find a link header then an IP header followed by the header of the ICMP packet.

It is possible to signal various states with ICMP; however, the reality is that any specific
implementation of TCP/IP can only support a certain number of these signals and, above all, many
ICMP signals may be discarded by routers for security reasons.
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An ICMP packet header is always 8-bytes long (see Figure 5.10). The first four bytes always have
the same meaning, and the contents of the remaining four depend on the ICMP packet type.

P IP packet _
h j ICMP packet 4
IP header Header of Data part of
(usually 20 B)| ICMP packet ICMP packet
R
Type | Code | Checksum Variable part of Data
1B | 1B 2B header 4B
Echo Identifier Sequence :
Type=0 (reply) Type=8 (request) 2B Number2 B | D2t optional
Destination unreachable Unused (always set to 0) IP header
Type=3 4B plus 64 B data
Source quench Unused (always set to 0) IP header
Type=4 4B plus 64 B data
Redirect IP address of next hop IP header
Type=5 4B plus 64 B data
Router solicitation Unused (always set to 0)
Type=10 Code=0 4B
Router advertisement Advertisement|  Address Lifetime -
Type=9 Code=0 count entry size 2B Address, metric, ...
Time exceeded Unused (always set to 0) IP header
Type=11 4B plus 64 B data
Parameter problems . Unused (always set to 0) :
Type=12 Pointer 38 Address, metric, ...
Time synchronization Identifier Sequence t.Origirtﬂate t,rFf]eC?ivrg t_Tranimit
Type=13 (request) Type=14 (reply) 2B number 2 B |me28amp : e4$Ba P |mtisBamp
Subnet synchronization Identifier Sequence Mask
Type=17 (request) Type=18 (reply) 2B number 2 B 4B

Figure 5.10: ICMP packet

The first four bytes of the header always contain the message type, message code, and a 16-bit
checksum. The message format depends on the value of the type field. The type field is a rough
division of ICMP packets. The field code then specifies a particular problem (soft division) that is
being signaled by ICMP.
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Individual types and codes are listed in the following table:

Type Code Description What does it Who processes
signal? it?
0 0 Echo Reply to User User Application
Application
3 Destination unreachable Error User Application
0 Network unreachable
1 Host unreachable
2 Protocol unreachable
3 Port unreachable
4 Fragmentation needed, but fragment bit not set
5 Source route failed
6 Destination network unknown
7 Destination host unknown
9 Destination network administratively prohibited
10 Destination host administratively prohibited
11 Network unreachable for TOS
12 Host unreachable for TOS
13 Communication administratively prohibited by filtering
4 0 Source quench Error OS kernel for TCP
Thrown Away for
UDP
5 Redirect Error OS kernel
0 Redirect for network
1 Redirect for host
2 Redirect for TOS and network
3 Redirect for TOS and host
8 0 Echo request User OS kernel
Application
Request
9 0 Router advertisement User User process
Application
Reply
10 0 Router solicitation User User process
Application
Request
11 Time exceeded Error User process
0 TTL equals 0 during transit

Fragment Reassembly Time Exceeded
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Type Code Description What does it Who processes
signal? it?
12 Parameter problem Error User process
0 Pointer indicates the error
1 Missing a Required Option
2 Bad Length
13 0 Timestamp request User User process
Application
Request
14 0 Timestamp reply User OS kernel
Application
Reply
17 0 Address mask request User User process
Application
Request
18 0 Address mask reply User OS kernel
Application
Reply

Table 5.3: List of ICMP messages

Now let's look at some specific message types.

5.2.1 Echo

This is a simple ICMP tool that we can use to test the accessibility of particular nodes in the
Internet. The applicant sends an 'Echo request' ICMP packet and the destination node is obliged to
reply with an ICMP "Echo' packet.

All operating systems supporting the TCP/IP protocol contain the ping program, which the user can
use to send an echo request to the destination junction. The ping program then displays the reply.

The purpose of the identification field in an ICMP packet header lies in pairing the request with
the reply (so that we can find out to which request belongs a particular reply).

For example, in Windows XP, we would like to find out if the system on IP address
194.149.105.18 is alive (the word 'alive' is important because some systems reply "alive"):
D:\ >ping 194.149.105.18

Pinging 194.149.105.18 with 32 bytes of data:

Reply from 194.149.105.18: bytes=32 time<lOms TTL=63
Reply from 194.149.105.18: bytes=32 time<lOms TTL=63
Reply from 194.149.105.18: bytes=32 time<lOms TTL=63
Reply from 194.149.105.18: bytes=32 time<lOms TTL=63

This system has sent the echo application four times. The reply had a 32-byte long data part and it
was received within 10 milliseconds. The TTL entry had a value of 63 in the reply.
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5.2.2 Destination Unreachable

If the IP datagram cannot be transmitted further to the recipient, then it is thrown away, and the
sender is informed with the ICMP 'Destination Unreachable' message. Some specific reasons are
listed in Table 5.3.

5.2.3 Source Quench (Lower Sending Speed)

If some part of the network between the sender and the recipient is overloaded, then a router that is
not able to further transmit all IP datagrams, signals 'Source Quench' to the sender. If the sender
uses the TCP protocol, it lowers the speed by sending TCP segments. With the UDP protocol,
Source Quench messages are ignored. We are already acquainted with this message from the
FrameRelay protocol.

5.2.4 Redirect

With the help of this ICMP packet, dynamic changes are made in the routing table.

&
Receiver

3

Router 1
A H

2
) 1
(FFFFE ETRONRIN o oovveeeeeere e

ICMP: Redirect
Sender
Figure 5.11: Redirect

In the figure above, Router 1 receives an IP datagram that needs to be forwarded to another address
thorough the same network interface through which the IP datagram came. It forwards the IP datagram,
but uses an ICMP redirect packet to instruct the sender to change its own routing table and not to ask
for such strange services anymore.

This situation occurs mostly when we have several routers on the local network, but individual
PCs on a LAN only have one default entry pointing to one of the routers after startup.

5.2.5 ICMP Router Discovery

This is a rather new feature—thanks to which do not have to manually configure any default
entries in the routing table of LAN computers (usually client PCs). After startup, the computer
sends an ICMP 'Router Solicitation' message and the routers on the LAN reply with an ICMP
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'Router Advertisement' message packet that contains the address of the router, the length of the
address, and IP address/preference pairs. The computer can automatically generate the default
entry from the reply.

The higher the value of the preference, the more the IP address is preferred. The preference value
80000000, signals that this address should be excluded from the routing table.

The routers reply back to the application for routing; however, at a random interval between 450 and
600 seconds, they should generate multicast for all systems on the LAN (224.0.0.1) or broadcast
(255.255.255.255) into the local network with ICMP 'Router Advertisement' message packets.

The lifespan entry states the time for which the information is valid, i.e., for which the entry is to
be kept in the PC's routing table.

5.2.6 Time Exceeded

This type includes two very different cases that are as follows:

o  For Code=0, it signals that the TTL entry was lowered to 0 on the router, i.e., there is
a suspicion that the IP datagram got lost on the Internet and it will therefore be
eliminated.

e For Code=l, it signals that the recipient's computer is not able to complete the entire
IP datagram from the fragments within the set time (time exceeded for IP datagram
reassembly).

The ICMP time exceeded packet with code=0 is used by the traceroute (UNIX) or tracert
(Microsoft) program.

The tracert program is simpler than traceroute. This program sends ICMP 'Echo request' packets
from the source computer to the destination node. However, it sets the TTL entry to 1 in the first
packet. The first router in the path throws the packet away and returns an ICMP 'Time exceeded'
packet because it has to lower the TTL by at least 1, but in doing so it generates 0.

Thus in the IP datagram, the source computer receives an ICMP 'Time exceeded' packet from the
first router in the path. It is possible to find out the address of the first router in the path from the
sender's address entry in the IP header. The time interval between sending and receiving the
packet is measured, and thus the program knows the packet's traveling time from the sender to the
recipient and back. This repeats three times and all three times are displayed. At the end of the
line, the name of the router and its IP address (in brackets) are also displayed. The name is taken
from reverse resolution in DNS.

If the reply is not acquired within a time limit, an asterisk (*) is displayed instead of the time.
Then everything is repeated with a TTL=2 value, and so on. The router terminates its operation
when it receives an ICMP 'Echo' message from the destination node. The termination can also
occur when a router does not know the way to the destination computer, and the source computer
is sent an 'Destination unreachable' message.
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TTL=4

TTL=

3

v

v

TTL=2

Destination computer

echo

D:\> tracert kula.usp.ac.fj

Figure 5.12: Tracert command

Tracing route to kula.usp.ac.fj [144.120.8.11]
over a maximum of 30 hops:

1 <10
2 10
3 601
4 591
5 591
6 400
7 811
8 500
9 871
10 691
11 811
12 641
13 801
14 801
15 821
16 1402
17 1381
18 1362
19 1422
20 1412

10

10
561
571
581
381
591
651
831
650
771
651
811

831
1342
1362
1362
1372
1382

Trace complete.

<10
10
641
571
571
360
661
731
932
611
771
641
861
811
822
1362
1352
1352
1392
1412

cbuN002e00.pvt.net [194.149.104.193]
phucbu.pvt.net [194.149.96.13]
951.Hssi5-0.GW1.NYC2.ALTER.NET [157.130.0.117]
143.ATM2-0.XR1.EWR1.ALTER.NET [146.188.177.50]
193.ATM1-0-0.BR1.EWR1.ALTER.NET
s1-pen-11-h3.sprintlink.net [137.39.44.130]
s1-bb10-pen-0-1.sprintlink.net [144.232.5.5]
s1-bb22-stk-6-0.sprintlink.net [144.232.8.178]
s1-bb23-stk-8-0.sprintlink.net [144.232.4.110]
s1-bb10-sj-6-0.sprintlink.net [144.232.8.193]
s1-gw2-sj-0-0-155M.sprintlink.net
sl-cais-1.sprintlink.net [144.228.111.18]
hssi9-0-0.hk-T3.hkt.net [202.84.128.253]
£5-0.yck06.hkt.net [205.252.130.201]
a6-0.tmh08.hkt.net [205.252.130.81]
s4-3b.tmh08.hkt.net [205.252.128.158]
202.84.251.6

202.62.120.6

202.62.125.134

kula.usp.ac.fj [144.120.8.11]

The traceroute program operates on a similar principle. However, it does not send ICMP 'Echo
request' packets, but instead, generates UDP datagrams (you can change the UDP port with the -p
parameter). If a filter is applied on a router on route to the destination computer, you can choose
a different UDP port number to find a 'hole' in the filter and find the route all the way to the
destination computer. One useful example for this technique is port number 53 (-p 53), which is

used by DNS.

$ /usr/sbin/traceroute -p 20000 libor.pvt.net
traceroute to Tibor.pvt.net (194.149.104.198), 30 hops max, 40 byte packets
1 cbuN003f00.pvt.net (194.149.105.17) 1 ms 1 ms 1 ms
2 Libor.pvt.net (194.149.104.198) 1 ms 1 ms 1 ms
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The destination computer usually replies with an ICMP 'Port unreachable' packet (type=3,
code=3). In addition to the time or an asterisk, the traceroute program can also write out !H
(unreachable destination), !N (unreachable network), ! A (network administratively prohibited), or
I's (explicit routing failed).

5.2.7 Subnet Address Mask Request

Using this ICMP packet, a diskless station can ask for a mask of its network once it has received
its IP address via RARP protocol.

This mechanism is not very commonly used anymore. A station can acquire a mask of its network
by using the BOOTP protocol, with which it can also acquire other information. However, even
the BOOTP protocol is currently being replaced by the DHCP protocol, which is more complex
and provides more information. The BOOTP and DHCP protocols are both application protocols.

5.2.8 Time Synchronization

Using this ICMP packet, a destination computer is asked for the time. The mechanism is
illustrated in the following figure:

Source computer Destination computer Source computer
Request Reply
N T N T » Time
Time when request Time when reply
was received was received
—— Time when request —— Time when reply
was sent was sent
RTT

Figure 5.13: Time synchronization

The source computer enters the time of the request that was sent into the ICMP "Timestamp
request' packet.

The destination computer enters "Timestamp reply' two times into its reply:

e  The time when the request was received

e  The time when the reply was sent
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The source computer thus finds out the time the reply was received (which of course is not
transmitted in any ICMP packet). By subtracting the time the request was sent from the time the
reply was received, the traveling time from the source computer to the destination computer and
back (Round Trip Time (RTT)) is deduced.

The time is stated in milliseconds from the previous midnight using the Greenwich Mean Time
(GMT). (Technically, we should write Coordinated Universal Time (UTC) instead of GMT. We
use GMT out of habit.)

5.3 Fragmentation

IP datagrams are wrapped into link frames. The link protocols only enable data transmission
within their frames up to a certain maximum limit. The maximum data size that can be inserted
into one link frame is called Maximum Transfer Unit (MTU).

Link Protocol MTU
Ethernet Il 1500
Ethernet 802.3 SNAP 1492
Frame Relay 1600
FDDI 4478

Table 5.4: MTUs of link protocols

It is obvious from looking at the previous table that most link protocols have MTU in ones of
kilobytes. On lines connecting remote locations, we also sometimes encounter an MTU smaller
than 1 KB. The total field length of an IP datagram, however, is 16 bits long; so theoretically, it is
possible to create an IP datagram up to 64 KB long.

But what happens when an IP datagram on route from the sender to the recipient encounters
a router (see Router 2 in Figure 5.14), from which the line leading in the direction of the recipient
has an MTU less than the size of our IP datagram?

To receiver
MTU < total length
(total IP packet length)

Figure 5.14: MTU between the router and the recipient

The router is not able to send the IP datagram. The router decides how to proceed based on the
'Fragmentation possible' flag (DF bit) in the header of the IP datagram (we will ignore the
possibility that there is another line leading to the recipient, even if with a worse metric). The
'Fragmentation possible' flag can either be set or not. So there are two options:
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e If fragmentation is possible, then fragmentation will be performed as described later
in this chapter.

e If fragmentation is not possible, then the router throws the IP datagram away
and informs the sender with an ICMP 'Fragmentation needed but fragment bit
not set' signal.

If we use a flag to prohibit fragmentation, we can also find out what the smallest MTU between the
sender and the recipient is, i.e., the maximum IP datagram size that does not need to be fragmented.

For example, we can do so using the ping command. Microsoft's implementation of the ping
command lets you prohibit fragmentation with the help of the -f parameter and allows you to set
the length of the IP datagram using the -1 parameter.

C:\> ping -f -1 2000 recipient

This command either announces that the recipient is functional displays the RTT, or it will display
an error message, so we can find out whether on route fragmentation was needed for a 2000 B
long IP datagram. If fragmentation is needed, we can decrease the size of the sent IP datagram and
watch whether or not fragmentation is needed this time. We can proceed doing this until we find
the limit after which fragmentation is needed.

It would be much easier if the ICMP signal contained the MTU value that is valid for the line
causing the problem. This option was originally not considered. However, the MTU field was later
added to ICMP packets exactly for this purpose. This extension is rarely implemented.

The second two bytes from the header's unused four bytes were used in the ICMP packet. The
ICMP packet structure is displayed in the following figure:

0 8 16 24
Type=3 Code=4 Checksum
Unused (always set to 0) MTU

IP header + 8 B of data part of a dropped packet

Figure 5.15: ICMP 'Fragmentation needed and fragment bit was not set' message

If the MTU field is 0, the router does not support this new extension.

Now let's go back to the situation where it is specified in the IP packet that fragmentation is
possible. The router divides longer IP datagrams to fragments whose total length is smaller than or
equal to the MTU of the following line as shown in the following figure:
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| IP packet |
Identification=1236

| IP packet |
Identification=1235

| IP packet |
Identification=1234

<—| IP fragment | | IP fragment | | IP fragment | | IP fragment
Identification=1234 Identification=1234 Identification=1235 Identification=1235
Figure 5.16: IP datagram shredding

The header of each IP datagram contains its identification, which is then inherited by its
fragments. Because of this identification, the recipient can find out which fragments it should use
to complete the datagram. No one except the recipient is eligible to complete the original datagram
from the fragments—not even a router that has a line leading from it with a big enough MTU to
accommodate the entire datagram. The reason is simple; the Internet does not guarantee that
individual fragments will travel the same route (it does not even guarantee the order in which they
will be received). So a router that tries to reassemble the datagram could jeopardize the connection
because it would never acquire fragments that take a different route.

Identification of IP datagrams can be unambiguous only within the frame of one higher-layer
protocol because the header of an IP datagram also contains the "Protocol' field (meaning 'higher-
layer protocol'). A global identification can be understood as the chaining of the 'identification' field
and the 'protocol' field (plus, of course, the IP addresses of the sender and recipient). So theoretically,
two IP datagrams with the same identification can be sent in a row. However, one carries a TCP
packet and the other a UDP packet. Once again, this implementation is not very common.

Each fragment creates an independent IP datagram, which is needed to create a new IP header for
each fragment during fragmentation. Some data items (such as the higher-layer protocol or the IP
addresses of the sender and recipient) are acquired from the original IP datagram's header.

During fragmentation, the 'Fragment offset' field, which expresses how many bytes of the original
IP datagram's data part were inserted into previous fragments, enters the equation. The 'Total
length of IP datagram' field contains the length of the fragment, not the length of the original
datagram. In order for the recipient to find out how long the original datagram is, the last fragment
is labeled with a 'Last fragment' flag. The whole mechanism is illustrated in the following figure:
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’ IP header rf ] Da}a part of IP packet

|
Identification=1234, offset=0, total length=3500, Flags: Fragmentation possible and Last fragment

’ IP header | (1) IP fragment ‘

[dentification=1234, offset=0, t.length=1500, Flag: Fragmentation possible

IP header \ (2) IP fragment
Identification=1234, offset=1500, total length=1500, Flag: Fragmentation possible

IP header | (3) IP fragment

MTU=1500
< > Identification=1234, offset=3000, total length=540
(540=500+20+20) - two additional IP headers
Y Ethernet ©oTTTTTToTmmmmmmmm oo s me oo T L7 Flags: Fragmentation possible and Last fragment
, Ethemet | 1st fragment including IP header  Ethernet ¢ ¢ P ¢
Lheader | §_trailer__
\\ Ethernet | 2nd fragment including IP header i Ethernet ,’/
header | _trailer
\ Ethernet | 3rd fragment ' Ethernet /
vheader | 7 4 trailer

Figure 5.17: IP datagram fragmentation

The network does not distinguish differences between the transmission of a fragment and the
transmission of the entire (non-fragmented) IP datagram. A non-fragmented datagram is

a fragment with an offset of 0 and a 'Last fragment' flag. That's why the words 'IP datagram' and
'fragment' are often interchanged.

The fragmentation mechanism even permits the fragmentation of fragments, if the fragment gets to
a router whose leaving line has an even smaller MTU.

It is important that each subsequent fragment entails loading at least 20 B of it header. As an
interesting aside, Figure 5.17 shows a TCP packet inserted into an IP packet. So what is so
interesting about it?

The interesting thing is that the TCP header is included only in the first IP fragment. So if the IP
datagrams are being filtered on the router, based not only on information from the IP header, but
also on information from the TCP header, it is only possible to filter the first fragment; the others
are left out. After a certain interval, the recipient finds out that it is missing the first fragment from
the IP datagram and signals this to the recipient with an ICMP 'Fragment reassembly time
exceeded' message. So during TCP packet filtering, it is important to not forget to filter these
ICMP packets in the opposite direction, if you do not want to provide an attacker with the
information that we ourselves are protecting through filtering.

Fragmentation is considered a necessary evil; applications requiring extremely secure
communication forbid fragmentation.
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5.4 Optional Entries in the IP Header

Optional entries in the IP header are one of the more interesting facets of TCP/IP protocols. We
will demonstrate how dangerous it can be to use optional entries