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Preface

| ntroduction

With the introduction of the World Wide Web, electronic commerce has revol utionized
traditional commerce and boosted sales and exchanges of merchandise and informa-
tion. Recently, the emergence of wireless and mobile networks has made possible the
admission of electronic commerce to a new application and research subject: mobile
commerce, which is defined as the exchange or buying and selling of commodities,
services, or information on the I nternet through the use of mobile handheld devices. In
just a few years, mobile commerce has emerged from nowhere to become the hottest
new trend in business transactions. In fact, the growth of mobile handheld devices has
been more rapid than the growth in any previous technol ogy.

Yet, one of the biggest impedimentsto the growth of mobile commerce has been alack
of consistency in security and payment methods and an absence of consensus on
technology standards. Various wired or electronic commerce security and payment
methods have been modified and applied to mobile commerce, but experience shows
that simply adapting those solutions to mobile commerce is not feasible. Different
methods and approaches must be taken to enforce mobile commerce security and se-
cure payment methods. Many novel security and payment technologies, therefore,
have been proposed and applied to mobile commerce and they are highly diverse and
broad in application. Thisbook attempts to provide a comprehensive study of mobile
commerce security and payment methods and address the complex challenges facing
the mobile commerceindustry.

This book contains high-quality research, and industrial and practical articles in the
areas of mobile commerce security and payment methods from both academics and
industrialists. It includes research and development results of lasting significance in
the theory, design, implementation, analysis, and application of mobile commerce secu-
rity and payment methods. It could be used for a textbook of an advanced computer
science (or related disciplines) course and would be a highly useful reference book for
IT professionals.
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Organization

The issues related to mobile commerce security and payment methods are wide and
varied, and this book has benefited from contributions by authors with a range of
backgrounds. To help readers better understand this book, it is divided into four major
sections and a brief overview of each chapter is given below.

Section |

This section describes the fundamentals of mobile commerce security and payment
methods and includes four chapters on the general concepts, reputation and trust,
intrusion detection, and a secure authentication infrastructure.

Chapter |, Mobile Commerce Security and Payment Methods, is by Chung-wei Lee,
Weidong Kou, and Wen-Chen Hu. This chapter provides a comprehensive overview of
mobile commerce security and payment methods. A secure mobile commerce system
must have the following properties: (i) confidentiality, (ii) authentication, (iii) integrity,
(iv) authorization, (v) availability, and (vi) non-repudiation. It discusses the security
issues related to the following three network infrastructures: (i) wireless local area
networks, (ii) wireless wide area networks, and (iii) WAP. Among the many themes of
mobile commerce security, mobile payment methods are probably the most important. A
typical mobile payment processincludes: (i) registration, (ii) payment submission, (iii)
authentication and authorization by a content provider, and (iv) confirmation. This
chapter also describes a set of standards for mobile payments.

Chapter 11, Reputation and Trust, is authored by Li Xiong and Ling Liu. The authors
introduce reputation systems as a means of facilitating trust and minimizing risksin m-
commerce and e-commerce in general. They presents PeerTrust, an adaptive and dy-
namic reputation based trust model that helps participants or peers to evaluate the
trustworthiness of each other based on the community feedback about participants’
past behavior.

Chapter 111, Intrusion Detection and Vulnerability Analysis of Mobile Commerce Plat-
form, isauthored by Changhua Zhu and Changxing Pei. Intrusion detection and vulner-
ability analysis play the same important roles in wireless infrastructure as in wired
infrastructure. This chapter first gives the methods and technologies of intrusion de-
tection and vulnerability analysis. It then gives the security issuesin various wireless
networking technologies, analyzes the vulnerability of the enabling technologies for
the mobile commerce platform, and proposes a distributed wireless intrusion detection
& vulnerability analysis (WID&VA) system that can help to address the identified
security issues.

Chapter 1V, A Secure Authentication Infrastructure for Mobile Users, is authored by
Gregor v. Bochmann and Eric Zhen Zhang. This chapter first explains the requirements
for an authentication infrastructure for electronic commerce, identifying the partners
involved in e-commerce transactions and the trust rel ationships required. An improved
authentication protocol, which provides trust rel ationships for mobile e-commerce us-
ers, isthen presented. Its analysis and comparison with other proposed authentication
protocols indicate that it is a good candidate for use in the context of mobile e-com-
merce.
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Section |1

This section discusses issues related to mobile commerce security and includes four
chapters on policy-based access control, XM L-based trust negotiations, mobile agents,
and secure multicast.

Chapter V, Policy-Based Access Control for Context-Aware Services over the Wireless
Internet, is authored by Paolo Bellavista, Antonio Corradi, and Cesare Stefanelli. The
spreading wireless accessibility to the Internet stimulates the provisioning of mobile
commercial servicesto awide set of heterogeneous and limited client terminals. This
requires novel programming methodol ogies to support and simplify the development
of innovative service classes. In these novel services, results and offered quality levels
should depend on both client location and locally available resources (context). Within
this perspective, this chapter motivates the need for novel access control solutions to
flexibly control the resource access of mobile clients depending on the currently appli-
cable context. In particular, it discusses and exemplifies how innovative middlewares
for access control should support the determination of the client context on the basis
of high-level declarative directives (profiles and policies) and distributed online moni-
toring.

Chapter VI, A Comprehensive XML Based Approach to Trust Negotiations, is authored
by Elisa Bertino, Elena Ferrari, and Anna Cinzia Squicciarini. Trust negotiation is a
promising approach for establishing trust in open systems like the Internet, where
sensitive interactions may often occur between entities at first contact, with no prior
knowledge of each other. This chapter presents Trust-X, acomprehensive XML -based
XML framework for trust negotiations, specifically conceived for a peer-to-peer envi-
ronment. It also discusses the applicability of trust negotiation principles to mobile
commerce, and introduces a variety of possible approaches to extend and improve
Trust-X in order to fully support mobile commerce transactions and payments.

Chapter V11, Security Issues and Possible Countermeasures for a Mobile Agent Based
M-Commerce Application, is authored by Jyh-haw Yeh, Wen-Chen Hu, and Chung-wei
Lee. With the advent of wireless and mobile networks, the Internet is rapidly evolving
from a set of connected stationary machines to include mobile handheld devices. This
creates new opportunities for customers to conduct business from any location at any
time. However, the el ectronic commerce technol ogies currently used cannot be applied
directly since most were devel oped based on fixed, wired networks. As aresult, anew
research area, mobile commerce, is now being devel oped to supplement existing elec-
tronic commerce capabilities. This chapter discusses the security issuesrelated to this
new field, along with possible countermeasures, and introduces a mobile agent based
solution for mobile commerce.

Chapter V111, Secure Multicast for Mobile Commerce Applications: Issues and Chal-
lenges, is authored by Mohamed Eltoweissy, Sushil Jajodia, and Ravi Mukkamala. This
chapter identifies system parameters and subsequent security requirements for secure
multicast in m-commerce. Attacks on m-commerce environments may undermine satis-
fying these security requirements, resulting, at most times, in major losses. A set of
common attacks and the core services needed to mitigate these attacks are discussed
first. It then provides efficient solutions for secure multicast in m-commerce. Among



these services, authentication and key management play a major role. Given the vary-
ing requirements of m-commerce applications and the large number of current key man-
agement schemes, it also provides a set of performance metrics to aid m-commerce
system designers in the evaluation and selection of key management schemes.

Section |11

Section Il covers the issues related to mobile commerce payment methods and in-
cludes three chapters on the subjects of mobile payment introduction and overview,
micro-payments, and a mobile payment service SeMoPS, respectively.

Chapter 1X, M-Payment Solutions and M-Commer ce Fraud Management, is by Seema
Nambiar and Chang-Tien Lu. The shift from physical to virtual payments has brought
enormous benefits to consumers and merchants. For consumers it means ease of use.
For mobile operators, mobile payment presents a unique opportunity to consolidate
their central rolein the m-commerce value chain. Financial organizationsview mobile
payment and mobile banking as away of providing added convenienceto their custom-
ers along with an opportunity to reduce their operating costs. This chapter starts by
giving a general introduction to m-payment by providing an overview of the m-pay-
ment value chain, life cycle and characteristics. The second section reviews competing
mobile payment solutions that are found in the marketplace. Different types of mobile
frauds in the m-commerce environment and solutions to prevent such frauds are dis-
cussed in the last section.

Chapter X, Multi-Party Micro-Payment for Mobile Commerce, isauthored by Jianming
Zhu and Jianfeng Ma. This chapter introduces a new micro-payment scheme that is
able to apply to multi-party for mobile commerce, which allows a mobile user to pay
every party involved in providing services. The micro-payment, which refers to low-
valuefinancial transactions ranging from several centsto afew dollars, isan important
technique in m-commerce. Their scheme is based on the hash function and without any
additional communication and expensive public key cryptography in order to achieve
good efficiency and low transaction costs. In the scheme, the mobile user releases an
ongoing stream of low-val ued micro-payment tokens into the network in exchange for
the requested services.

Chapter X1, SeMoPS: A Global Secure Mobile Payment Service, isauthored by Stamatis
Karnouskos, Andras Vilmos, Antonis Ramfos, Balazs Csik, and Petra Hoepner. Many
experts consider that efficient and effective mobile payment solutions will empower
existing e- and m-commerce efforts and unleash the true potential of mobile business.
Recently, different mobile payment approaches appear to the market addressing par-
ticular needs, but up to now no global mobile payment solution exists. SEMOPS is a
secure mobile payment service with an innovative technology and business concept
that aimsto fully address the challenges the mobile payment domain poses and become
aglobal mobile payment service. They present a detailed description of the approach,
itsimplementation, and featuresthat diversify it from other systems. They also discuss
on its business model and try to predict its future impact.



Section |1V

The issues related to mobile commerce security and payment methods are wide and
disparate. This section consists of three chapters on digital signatures and smart cards.

Chapter X11, Remote Digital Signing for Mobile Commer ce, is authored by Oguz Kaan
Onbilger, Randy Chow, and Richard Newman. Mobile agents (MAs) are a promising
technology, which directly address physical limitations of mobile devices such aslim-
ited battery life, intermittent and low-bandwidth connections, with their capability of
providing disconnected operation. This chapter addresses the problem of digital con-
tract signing with MAss, which isan important part of any mobile commerce activity and
one special challenging case of computing with secretsremotely in public. The authors
use a multi-agent model together with simple secret splitting schemes for signing with
shares of a secret key carried by MAs, cooperating to accomplish a trading task.

Chapter X111, A Mobile Coalition Key-Evolving Digital Signature Scheme for Wire-
less/Mobile Networks, is authored by Quanxing Zhang, Chwan-Hwa*“ John” Wu, and J.
David Irwin. A scheme is proposed in this chapter to apply a secure digital signature
scheme in a mobile-1P environment and treats the three entities in a dynamic path as
either foreign agents (FA), home agents (HA) or mobile agents (MA), such that a
coalition is formed containing each of the individual agents. Each agent has a pair of
keys: one private and one public. The private key is evolving with time, and the public
key is signed by a certification authority (CA). All the private keys of the three agents
in the coalition are needed to sign asignature. Furthermore, all the messages are signed
and verified. The signatureisverified against a public key, computed as the product of
the public keys of all three agents, and readily generated when a new dynamic pathis
formed.

Chapter X1V, Smart Card Based Protocol for Secure and Controlled Access of Mobile
Host in IPv6 Compatible Foreign Network, isauthored by R.K. Ghosh, Abhinav Arora,
and Gautam Barua. This chapter presents a proposal to combine the advantages of
IPSec and smart cardsin order to design anew protocol for secure bi-directional access
of mobile hosts in an IPv6 foreign network using smart cards. The protocol, called
mobile authentication protocol (MAP), builds a security association needed for | Psec.
An access router in aforeign network contacts an AAA (authentication, authorization
and accounting) server in order to authenticate and authorize a mobile host that ap-
proaches the router to access services. The access router then acts as a gateway for all
subsequent service requirements of the mobile host.



Acknowledgments

The successful accomplishment of this book is a credit to all chapter au-
thors' excellent contributions. Also, the chapter authors did considerable
reviewing of each other’s work. Other reviewers who helped review and
comment on chapters also have our thanks. Special thanks go to the staff
at |dea Group Publishing, especially to Mehdi Khosrow-Pour, Jan Travers,
and Michele Rossi. The biggest thanks go to our family membersfor their
love and support throughout this project. Finally, this work is supported
by the NSFC Grant 90304008.

Wen-Chen Hu
Chung-wei Lee
Weidong Kou
April 17, 2004

Xi



Section |

Fundamental s of

Mobile Commerce Security
and

Payment M ethods



Mobile Commerce Security and Payment Methods 1

Chapter |

M obileCommer ce
Secur ity and Payment
M ethods

Chung-weiLee, Auburn University, USA
Weidong Kou, Chinese State Key Lab. of Integrated Service Networks, China

Wen-Chen Hu, University of North Dakota, USA

Abstract

Without secure commercial information exchange and safe electronic financial
transactions over mobile networks, neither service providers nor potential customers
will trust mobile commer ce. Various mobile security procedures and payment methods
have been proposed and applied to mobile commerce, and this chapter attempts to
provideacomprehensive overview of them. A secure mobile commer ce systemmust have
the following properties: (i) confidentiality, (ii) authentication, (iii) integrity, (iv)
authorization, (v) availability, and (vi) non-repudiation. This chapter discusses the
security issues related to the following three network paradigms: (i) wireless local
areanetworks, (ii) wirelesswidearea networks, and (iii) WAP. Among the many themes
of mobile commer ce security, mobile payment methodsar e probably the most important.
A typical mobile payment process includes: (i) registration, (ii) payment submission,
(iii) authentication and authorization by a content provider, and (iv) confirmation.
This chapter also describes a set of standards for mobile payments.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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| ntroduction

With theintroduction of the World Wide Web, el ectronic commerce hasrevol utionized
traditional commerce and boosted sal esand exchanges of merchandiseand information.
Recently, the emergence of wireless and mobile networks has made possible the
extension of electronic commerce to a new application and research area: mobile
commerce, which is defined as the exchange or buying and selling of commodities,
services, or information on the Internet through the use of mobile handheld devices. In
just afew years, mobile commerce hasemerged from nowhereto becomethehottest new
trend in businesstransactions. Despite aweak economy, the future of mobile commerce
is bright according to the latest predictions:

i Figure 1 shows the growth in demand for handheld computing devices (not
including smart cellular phones) through 2007, aspredicted by theresearchfirm In-
Stat/M DR (Palmlnfocenter.com, 2003).

i Itisestimated that 50 millionwirelessphoneusersintheUnited Stateswill usetheir
handheld devices to authorize payment for premium content and physical goods
at some point during the year 2006. This represents 17% of the projected total
population and 26% of all wireless users (Reuters, 2001).

i Mobile commerce is an effective and convenient way of delivering electronic
commerceto consumersfrom anywhereand at any time. Realizing the advantages
to be gained from mobile commerce, companies have begun to offer mobile
commerce optionsfor their customersin addition to the electronic commercethey
already provide(TheY ankee Group, 2002).

Regardlessof thebright future of mobile commerce, itsprosperity and popularity will be
brought to ahigher level only if information can be securely and safely exchanged among
end systems (mobile users and content providers). Applying the security and payment
technol ogiesfor el ectronic commerceto mobilecommerce hasbeenproventobeafutile

Figure 1. Forecast of demand for mobile handheld computing devices (not including
smart cellular phones)
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effort because el ectronic commerce and mobile commerce are based on different infra-
structures (wired vs. wireless). A wide variety of security procedures and payment
methods, therefore, have been developed and applied to mobile commerce. These
technologiesare extremely diverse and complicated and acomprehensivediscussion on
themisstill absent. Thischapter attemptsto provideacomprehensive overview of mobile
commerce security and payment methods. It is organized into four sections. The first
sectionintroducesthefundamental sof mobile commerce security and payment methods.
Mobile commerce security and payment methods are detailed in the second and third
sections, respectively. The last section summarizes the discussions in this chapter.

Security and Payment Methods

Foremost, the theme of this chapter, mobile commerce security, is defined as the
technological and managerial procedures applied to mobile commerce to provide the
following properties of mobile commerceinformation and systems:

i Confidentiality: The information and systems must not be disclosed to unautho-
rized persons, processes, or devices.

i Authentication: Ensures partiesto atransaction are not impostors and are trusted.

i Integrity: The information and systems have not been altered or corrupted by
outside parties.

i Authorization: Procedures must be provided to verify that the user can make the
requested purchases.

i Availability: An authorized user must havetimely, reliable accessto information
in order to perform mobile commerce transactions.

i Non-repudiation: Ensures a user cannot deny they performed a transaction; the
user is provided with proof of the transaction and the recipient is assured of the
user’s identity.

These proceduresinvolve avariety of policiesand processes, along with the hardware
and software tools necessary to protect the mobile commerce systems and transactions
and the information processed, stored, and transmitted by them.

Among the many issues that arise with mobile commerce security, mobile payment
methods are probably the most important. They are the methods used to pay for goods
or serviceswith amobile handheld device, such asasmart cellular phone or an I nternet-
enabled PDA. A typical payment scenario is asfollows:

1 A userregistersfor the servicesviaan I nternet-enabled mobile handheld device.
2. The user submits his/her payment.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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3. The content provider settles down the request by performing authentication and
authorization to the user as well as contacting a wireless service provider and a
financial institution.

4. A confirmation of the completed transaction is delivered to the user.

Requirements of Mobile Commerce Security and
Payment Methods

It is first necessary to examine what kind of features mobile commerce security and
payment methods are expected to havein order to conduct effective and efficient mobile
commerce transactions and what kind of challenges may be faced in the process of
devel oping new mobile commerce security and payment methods. Therequirementsfor
mobile commerce security and payment methods are:

1  Confidentiality, authentication, integrity, authorization, availability, and non-
repudiation must be rigorously enforced.

2. They should be interoperable for most systems.
3. They should be acceptable by the current or future systems with reduced cost.

4. They should allow content providersto provide affordable, easy-to-use, efficient
and interoperable payment methods to users.

5. Nomobilecommercetransactionsare deferred or deterred because of the deploy-
ment.

M obile Commer ce Security

The emerging wireless and mobile networks have extended electronic commerce to
another research and application subject: mobilecommerce. M obilecommerceapplica-
tionsarebuilt ontop of theexisting network infrastructure consisting of wired networks,
such asthe Internet; wirel ess networks, such aswide area 3G cellular networksand Wi-
Fi wirelesslocal areanetworks(WLAN). Therefore, security issuesin mobilecommerce
are tightly coupled with network security.

Security Basics

Without security of the underlying networking technol ogies, mobile commerce will be
beyond our imagination. Network security usually involves communications of two or
more participating entities. However “security” covers many different aspects. In this
sectionwefocuson thosefeaturesthat are most important to mobile commerce systems.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.
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Security Services

A mobilecommerce system needsto provide security servicestoitsparticipating entities
so that business can be conducted successfully in electronic form.

i Authentication. Before business transactions can be performed, the participating
entities (usually the sender and receiver) must confirm theidentity of each other.
Thisservice preventsan unauthorized third party from masquerading asone of the
legitimate parties. Authentication is usually achieved using network-based au-
thentication protocols.

i Data confidentiality/secrecy. In an electronic business transaction, it is assumed
that only the sender and intended receiver(s) will be able to comprehend the
transmitted messagesin cleartext. Providing data confidentiality prevents eaves-
droppers or interceptors from understanding the secret communication. It is
usually accomplished using computer-based cryptographic encryption and
decryption computation.

i Data integrity. No transmitted message should be altered accidentally or mali-
ciously without this being detected at the receiver side of a mobile commerce
system. With this security feature, an interceptor is not able to fool the receiver
by modifying the content of amessage in transmission. Adding secure electronic
signatures to messages provides data integrity.

i Non-repudiation. Mobile commerce transactions are official business deals.
Neither the sender nor receiver should be ableto deny the existence of alegitimate
transaction afterwards. That is, the sender can provethat the specified receiver had
received the message and the receiver can provethat the specified sender did send
the message. This is usually done using digital signature techniques.

i Availability. Theavailability of amobilecommerce system ensuresthat legitimate
users can access the business service reliably and securely. The system should be
designed so that it can minimizetheimpact of thenotoriousdenial-of-service (DoS)
attacks, which can cause mobile commerce services to become unstable or unus-
ablefor long periodsof time. Deploying network security devicessuch asfirewalls
and configuring them along with associated protocols properly is the key to
ensuring serviceavailability.

Security Mechanisms

Security services in the modern world take advantage of advances in computation
technology (both hardware and software). To achieve these security goals, digital data
are encrypted and decrypted based on cryptographic algorithms. There are two catego-
ries of cryptographic algorithms: symmetric key systems and asymmetric key systems.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.
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i Symmetric key systems. In this category, the sender and receiver of a security
session both own the same digital key. The sender encrypts messages using this
key and then sendsit over to thereceiver through the public network. Thereceiver
decrypts the received messages using the same key. Thisdigital key, however, is
never transmitted over the network in cleartext, thus preventing athird party from
obtaining it and thus compromising the secure communication. To agreeuponthis
symmetric key requires both sides to use outside channels, such as a telephone
conversation, or a specially designed key distribution center (KDC). The data
encryption standard (DES), triple-DES (3DES), and advanced encryption standard
(AES) are symmetric key systems.

i Asymmetric key systems. These are also called public key systems. Unlike in
symmetric key systems, aparticipating entity inan asymmetric key systemusestwo
keys— apublic key that is accessible to everyonein the world and a private key
known only to itself. Applying one or both of these two keys in different orders
to data messages provides security services such as authentication and digital
signature. ThefamousRSA algorithmisan exampleof an asymmetric key system.

Mobile Security

Mobile security is a crucial issue for mobile commerce. Without secure commercial
information exchange and saf e el ectronic financial transactions over mobile networks,
neither service providers nor potential customerswill trust mobile commerce systems.
From atechnical point of view, mobile commerce over wireless networksisinherently
insecure compared to electronic commerce over wired networks. The reasons are as
follows:

i Reliability and integrity: Interference and fading make the wireless channel error
prone. Frequent handoffs and disconnections also degrade the security services.

i Confidentiality/Privacy: Thebroadcast nature of theradio channel makesit easier
totap. Thus, communication can beintercepted and i nterpreted without difficulty
if no security mechanisms such as cryptographic encryption are employed.

i I dentification and authentication: The mobility of wirelessdevicesintroducesan
additional difficulty inidentifying and authenticating mobileterminals.

i Capability: Wirelessdevicesusually havelimited computation capability, memory
size, communication bandwidth, and battery power. Thiswill makeit difficult to
utilize high-level security schemes such as 256-bit encryption.

Security i ssues span thewhol e mobile commerce system, from oneend to the other, from
the top to the bottom network protocol stack, from machinesto humans. We will focus
only on issues exclusively related to mobile/wireless technologies. Lacking a unified
wirelesssecurity standard, different wirel esstechnol ogi es support different aspectsand
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levels of security features. We will thus discuss some well-known wireless network
standards and their corresponding security issues (Tanenbaum, 2002).

Network Infrastructure and Security

Network infrastructure provides essential voice and data communication capability for
consumersand vendorsin cyberspace. Evolving from el ectronic commerce (EC) tomobile
commerce (MC), itisnecessary for awired network infrastructure, such asthe Internet,
to be augmented by wireless networks that support mobility for end users. Mobile
commerce is possible mainly because of the availability of wireless networks. User
requestsare delivered to either the closest wirelessaccesspoint (inawirelesslocal area
network environment) or a base station (in a cellular network environment). Although
thewired network isnot essential inamobile commerce system, most mobile commerce
serversresideonwired networksand user requestsarefrequently routed tothese servers
using transport and/or security mechanisms provided by wired networks. However, our
interests in this section focus on the unique aspects of mobile commerce network
infrastructure, whichisawirelessmobilenetwork; thereforewe have chosen to omit any
discussion of wired networks.

Wirelesscommunication capability supportsmobility for end usersin mobile commerce
systems. Wireless LAN and WAN are major components used to provide radio commu-
nication channels so that mobile serviceis possible. Inthe WLAN category, the Wi-Fi
standard with 11 Mbps throughput dominates the current market. It is expected that
standardswith much higher transmissi on speeds, suchas| EEE 802.11aand 802.11g, will
replace Wi-Fi in the near future. Cellular networking technologies are advancing at a
tremendous pace and each represents asolution for acertain phase, such as 1G, 2G, and
3G, in a particular geographical area, such as the United States, Europe, or Japan.
Compared to WLANS, cellular systems can provide longer transmission distances and
greater radio coverage, but suffer fromthe drawback of much lower bandwidth (lessthan
1 Mbps). In the latest trend for cellular systems, 3G standards supporting wireless
multimedia and high-bandwidth services are beginning to be deployed. WCDMA and
CDMAZ2000 arelikely to dominate the market in the future.

Wireless Local Area Network and Security

Devicesusedinwirelesslocal areanetwork (WLAN) technologiesarelightweight (easy
tocarry) andflexiblein network configuration. Therefore, WLANsaresuitablefor office
networks, home networks, personal area networks (PANSs), and ad hoc networks. In a
one-hop WLAN environment, where an access point (AP) acting as arouter or switch
is a part of awired network, mobile devices connect directly to the AP through radio
channels. Data packets are relayed by the AP to the other end of a network connection.
If no APs are available, mobile devices can form a wireless ad hoc network among
themselves and exchange data packets or perform business transactions as necessary.

In Table 1, major WLAN technologies are compared in terms of their maximum data
transfer rate (channel bandwidth), typical transmission range, modulation techniques,
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Table 1. Major WLAN standards

Maximum Typical . Freguen
Standard Data Rate Raxge (m) M odulation quand cy
Bluetooth 1 Mbps 5-10 GFSK 24 GHz
802.11b (Wi-Fi) 11 Mbps 50-100 HR-DSSS 24 GHz
802.11a 54 Mbps 50 -100 OFDM 5GHz
HyperL AN2 54 Mbps 50 -300 OFDM 5GHz
802.11g 54 Mbps 50 -150 OFDM 24 GHz

and operational frequency bands. Thevarious combinationsof modul ation schemesand
frequency bands make up different standards, resulting in different throughputs and
coverage ranges. A detailed coverage of modulation techniquesis beyond the scope of
this chapter, but interested readers can refer to Chapter 111 of the book by Pahlavan and
Krishnamurthy (2002).

In general, Bluetooth technology supportsvery limited coverage range and throughput.
Thus, itisonly suitablefor applicationsin personal areanetworks. In many parts of the
world, the|EEE 802.11b (Wi-Fi) systemisnow the most popul ar wirelessnetwork andis
used in offices, homes, and public spaces such as airports, shopping malls, and
restaurants. However, many experts predict that with much higher transmission speeds,
802.11aand 802.11gwill replace802.11binthenear future.

. Wi-Fi security. The security of the |EEE 802.11 WLAN standard isprovided by a
datalink level protocol called Wired Equivalent Privacy (WEP). Whenitisenabled,
each mobile host has a secret key that is shared with the base station. The
encryptionalgorithmused in WEPisastream cipher based on RC4. Theciphertext
isgenerated by X ORing the plaintext with aRC4 generated keystream. However,
recently published literature hasdiscovered weaknessesin RC4 (Borisov, Goldberg
& Wagner, 2001; Fluhrer, Martin & Shamir, 2001; Stubblefield, loannidis& Rubin,
2002). Thenext version, 802.11i, isexpected to have better security by employing
an authentication server that separates authentication process from the AP.

. Bluetooth security. Bluetooth provides security by using frequency hopping in
thephysical layer, sharing secret keys(called passkeys) between the slave and the
master, encrypting communication channels, and controllingintegrity. Encryption
inBluetoothisastream cipher called“E " whilefor integrity control ablock cipher
called “SAFER+” isused. However, “E " has potential weaknesses (as described
inBiryukov, Shamir & Wagner, 2000; Jakobsson & Wetzel, 2001) and “ SAFER+"
isslower than the other similar symmetric-key block ciphers (Tanenbaum, 2002).

Wireless Wide Area Network and Security

Themostimportant technology inthiscategory isthecellular wirelessnetwork. Cellular
system users can conduct mobile commerce operations through their cellular phones.
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Under thisscenario, acellular phone connectsdirectly to the closest base station, where
communication isrelayed to the service site through aradio access network (RAN) and
other fixed networks.

Originally designed for voice-only communication, cellular systemsare evolving from
analog to digital, and from circuit-switched to packet-switched networks, in order to
accommodate mobile commerce (data) applications. Table 2 lists the classifications of
standardsinfirst generation (1G), second generations (2G, 2.5G), and third generation
(3G) wirelesscellular networks. 1G systems such asthe advanced mobile phone system
(AMPS) and total access control system (TACS) are becoming obsol ete, and thus will
not play asignificant role in mobile commerce systems. The global system for mobile
communications (GSM) and itsenhancement general packet radio service (GPRS) have
mainly been developed and deployed in Europe. GPRS can support data rates of only
about 100 kbps, but itsupgraded version — enhanced datafor global evolution (EDGE)
— iscapable of supporting 384 kbps. In the United States, wireless operators use time
division multipleaccess(TDMA) and code division multipleaccess (CDMA) technol o-
giesintheir cellular networks.

Currently, most of thecellular wirelessnetworksintheworldfollow 2G or 2.5G standards.
However, there is no doubt that in the near future, 3G systems with quality-of-service
(QoS) capability will dominatewirelesscellular services. Thetwo main standardsfor 3G
areWideband CDMA (WCDMA), proposed by Ericsson, and CDMA 2000, proposed by
Qualcomm. Both usedirect sequence spread spectrum (DSSS) communi cation technique
ina5-MHzbandwidth. Technical differencesbetweenthemincludeadifferent chiprate,
frametime, spectrum used, and time synchronization mechanism. The WCDMA system
caninter-network with GSM networksand hasbeen strongly supported by the European
Union, which calls it the Universal Mobile Telecommunications System (UMTS).
CDMA2000isbackward-compatiblewith1S-95, whichiswidely deployedinthe United
States.

Inawireless cellular system, awired network called a radio access network (RAN) is
employed to connect radio transceivers with core networks. Two examples of existing
RAN architectures are UMTS Terrestrial Radio Access Network (UTRAN) (UTRAN
overall description, 1999) and |0S (M SC to BSinterfaceinter-operability specification,
1999). UTRAN isthe new radio access network designed especially for 3aGUMTS.

Table 2. Major cellular wireless networks

Generation Radio Channels SN'tCh'ng Standards
Technique (Examples)
Analog voice channels o . AMPS
16 Digital control channels Circuit-switched TACS
Circuit-switched GSM
2G Digital channels TDMA
Packet-switched CDMA
25G | Digital channels Packet-switched | CTRo
: g EDGE
- . CDMAZ2000
3G Digital channels Packet-switched WCDMA
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The architecture and components of UMTS and UTRAN can befoundin Vriendt et al.
(2002). At the highest level, the UM TS network structure consists of the core network
(CN) and UTRAN. The network subsystem (NSS) of GSM/GPRS isreused as much as
possibleinUMTSCN. Two servicedomainsare supportedin CN, circuit switching (CS)
and packet switching (PS). By moving the NSStranscoder function fromthebase station
subsystem to the core network, CS provides voice and circuit-switched data services.
Evolving from GPRS, the packet-switched service provided by PS optimizesfunctional
relationships between CN and UTRAN. UTRAN consists of radio network subsystems
(RNS). Each RNSincludesoneradio network controller (RNC) and oneor moreNode B
(basestation). TheRNC controlsthelogical resourcesfor NodeBsinthe UTRAN. Node
B manages radio transmission and reception of one or more cells and provides logical
resources to the RNC.

i GSM security. The Subscriber Identity Module (SIM) in the GSM contains the
subscriber’ sauthenticationinformation, such ascryptographic keys, and aunique
identifier calledinternational mobilesubscriberidentity (IMSI). TheSIM isusually
implemented asasmart card consisting of microprocessorsand memory chips. The
same authentication key and IMSI are stored on GSM’s network side in the
authentication center (AuC) and home location register (HLR), respectively. In
GSM, short messagesarestoredinthe SIM and callsaredirected to the SIM rather
thanthemobileterminal. Thisfeatureallows GSM subscribersto shareaterminal
with different SIM cards. The security features provided between GSM network
and mobile station include IMSI confidentiality and authentication, user data
confidentiality, and signaling information element confidentiality. One of the
security weaknessesidentifiedin GSM istheone-way authentication. That is, only
the mobil e station isauthenticated and the network isnot. Thiscan pose asecurity
threat, as a compromised base station can launch a “man-in-the-middle” attack
without being detected by mobile stations.

i UMTSsecurity. UM T Sisdesignedto reuseand evol vefrom existing core network
components of the GSM/GPRS and fix known GSM security weaknesses such as
the one-way authentication scheme and optional encryption. Authentication in
UMTS is mutual and encryption is mandatory (unless specified otherwise) to
prevent message replay and modification. In addition, UMTS employs longer
cryptographic keys and newer cipher algorithms, which make it more secure than
GSM/GPRS,

WAP and Security

Beyond the link-layer communication mechanisms provided by WLANSs and cellular
networks, thewirelessapplication protocol (WAP) isdesignedtowork withall wireless
networks. The most important technology applied by WAP is probably the WAP
Gateway, which translates requests from the WAP protocol stack to the WWW stack,
so they can be submitted to Web servers. For exampl e, requestsfrom mobilestationsare
sent as a URL through the network to the WAP Gateway; responses are sent from the
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Web server to the WAP Gateway in HTML and are then translated to WML and sent to
the mobile stations. Although WAP supports HTML and XML, its host language is
WML (wireless markup language), which is a markup language based on XML that is
intended for usein specifying content and user interfacesfor mobile stations. WAP also
supports WML Script, which is similar to JavaScript but makes minimal demands on
memory and CPU power because it does not contain many of the unnecessary functions
found in other scripting languages.

WA P security isprovided through thewirel esstransport layer security (WTLS) protocol
(inWAP1.0) and |ETF standard transport layer security (TLS) protocol (in WAP 2.0).
They provide dataintegrity, privacy, and authentication. One security problem, known
asthe“WAP Gap,” iscaused by theinclusion of the WAP gateway in asecurity session.
That is, encrypted messages sent by end systems might temporarily become clear text
on the WAP gateway when messages are processed. One solution isto make the WAP
gateway resident within the enterprise (server) network (Ashley et al., 2001), where
heavyweight security mechanisms can be enforced.

M obile Commer ce Payment M ethods

With the development of commerce, there has been a tremendous evolution in the
methods of payment, from the seashell of ancient timesto coinsand notes, fromwriting
checksto online banking. The emergence of e-commerce has revolutionized the tradi-
tional methods of payment. With the help of mobile devices, the dream of “transaction
without cash on the move” has come true. Mobile payment enables the transfer of
financial value and corresponding services or items between different participators
without factual contract. The mobile device can be awireless communication device,
such asamobilephone, aPDA, awirel esstablet, or amobilecomputer. Mobile payment
can be divided into two categories, generally according to the amount of transaction
value. Oneismicro-payment, which definesamobile payment of approximately $10 or
less, often for mobile content such as video downloads or gaming. The other is macro-
payment, which refersto larger value payments.

Mobile Payment Scenarios

M obiletelecommuni cations has been so successful that the number of mobile subscrib-
ershasrisentoonebillionworldwideby the end of 2002. In 2003, 60 million users spent
more than $50 billion on mobile services. One survey predicted that combined e-
commerce and m-commercevolumeswould grow from $38billionin 2002to $128billion
in 2004. Accompanying the increase in subscriptions, there are evolutions in more
sophisticated devices, encouraging the emergence of new applications, which include
enhanced messaging services (EMS) and multimedia messaging services (MMS). In
these applications, consumers have more options such as the downloading of images,
streaming video, and datafilesaswell astheaddition of global positioning systems(GPS)
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in mobile phones, whichwill facilitatelocati on-based mobile commerceand furthermore
provide morefeasibility to mobile payment methods.

There are four players in a mobile payment transaction. The mobile consumer (MC)
subscribes to a product or service and pays for it via their mobile device. The content
provider/merchant (CP/M) providesthe appropriatedigital content, physical product, or
service product to the consumer. The payment service provider (PSP), which may bea
network operator, afinancial institution, or anindependent payment vendor, controlsthe
payment process. The trusted third party (TTP) administers the authentication of
transaction partiesand the authorization of the payment settlement. Infact, thedifferent
roles can be merged into one organi zation, for exampleanetwork bank, whichiscapable
of actingasCP/M, PSP, and TTPat the sametime. Inamoregeneral sense,aPSPand TTP
can be performed by the same organization.

Content Download

In this scenario, the consumer orders the content he/she wants to download from a
content provider. The content provider then initiates the charging session, asking the
PSP for authorization. The PSP authorizesthe CP/M, and then the download starts. The
transaction can be settled by either a metered or pricing model. The metered content
includes streaming services. The consumers are charged according to the metered
qguantity of the provided service, for example interval, the data volume or gaming
sessions. Inapricing model, the consumer ischarged according to theitemsdownl oaded
completely. A content purchaseisal so availableviaaPC I nternet connection, wherethe
mobile device will be used to authorize the payment transaction and authenticate the
content user.

Point of Sale

Inthisscenario, servicesor the sale of goods are offered to the mobile user on the point
of salelocationinstead of avirtual site, for exampleataxi service. Themerchant (e.g., the
taxi driver) will initiate the payment at the point of sale. The PSP asksthe mobile user to
directly authorizethetransaction viaaSM Spin, or indirectly viathetaxi driver through
awirelessBluetooth link. The processisal so applicableto avending machine scenario.

Content on Device

In this payment scenario, the user hasthe content preinstalled in his/her mobile device,
but he/she should be granted alicense to initiate the usage of the content, for example
the activation of on-demand gaming service. Thelicense varieswith usage, duration, or
number of users, and determines the value that the consumer should pay for the desired
content.
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Mobile Payment Methods

Mobile Payment Operations

In acard transaction, there are usually four stages, including set-up and configuration,
theinitiation of the payment, authentication of the user, and compl etion of the payment.
I nthe mobile payment environment, the payment methods can sharethe samedynamics.
Withinthefour stages, thereexist certain kinds of operationsamong thefour parties, and
not all the operations may be needed, depending on the stages and scenarios.

i Registration. There is a communication between the MC and CP/M that ensures
that the content is accessible. During this stage, the M C uses a personal identifi-
cation number (PIN) for identification and authentication. The M C obtainsservice
details such as the category of payment, the characteristic of the content, aswell
as the confirmation of the payment after the service. During this operation, an
identity number isallotted to the consumer, which uniquely definestheidentity of
the CP/M during each transaction and a service is initiated. In general, this
operation ensures the security of the payment.

i Charging. Once the registration is completed, the CP/M submits the authentica-
tion and authorization requests to the PSP, initiating the charging session. At the
end of every service or time interval, the content provider asks for a charging
operation. The PSP settles the payment according to the default scheme, noti-
fying both parties. Thisisusually presented to mobile consumersin the form of
areceipt.

i Request authorization and authentication. Before the start of acharging session,
themobileconsumersmust confirmthat they arewillingto pay for theservice. This
authorization request is often sent from the PSP in the form of a contract. The
contract will describe the conditions and agreements between the M C and the CP/
M. The charging session isinitiated by the acceptance of the contract. TheMCiis
alsorequested to authorizethe PSP. This can be settled by submitting the PIN from
the M C. Authorization and authentication are completed using the same request.
Authorization includes the authentication by PIN.

i User authentication. The PSPwill notify the authentication result of theM Ctothe
CP/M. If thereturn of authorization request fromthe M Cispositive, the PSP sends
the CP/M asession I D, signaling the initiation of acharging session. Itisvital to
perceive the difference between micro- and macro-payments, since the security
required in the two typesisdistinct from each other. For example, authentication
for every macro-payment transaction through atrusted financial entity isextremely
important, whereas network authentication, such as SIM, may be sufficient for
micro-payments that only use the operator’ s infrastructure.
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Out-of-Band Payment Method

In the “out-of-band” model, content and operation signals are transmitted in separate
channels; for examplecredit card holdersmay usetheir mobiledeviceto authenticateand
pay for aservice they consume on the fixed line Internet or interactive TV. This model
usually involvesasystem controlled by afinancial institution, sometimes collaborating
with amobile operator. There are two typical cases:

i Financial institutions. A great number of banks are conducting research to turn
theindividual mobileintoadisbursingterminal. Paymentsinvolvedinthefinancial
transaction are usually macro-payments. Various methods can be deployed to
ensure the authentication of payment transaction. In credit card payments, dual
slot phoneisusually adopted. Other approachesinclude PIN authentication viaa
SIM toolkit application and the use of a digital signature based on a public key
infrastructure (PK1) mechanism that demand the 2.5G (or higher) technology.

i Reverse-charge/billed SMS. Inreverse-billed premiumrate SM S, the CP/M deliver
content to mobile telephone handsets (ICSTIS, n.d.). Customers subscribe to a
serviceand are charged for the messagesthey receive. Thispayment model allows
consumersto use SM Stext messagesto pay for accessto digital entertainment and
content without being identified. In this application, however, it is the SMS
messagereceiver whoischarged, instead of the sender of the SM Smessage. There
are a considerable number of vendors who offer the reverse-charge/billed MSM
service payment models.

“In-Band” Payment Method

Inthismethod, asingle channel isdeployed for thetransfer of both content and operation
signals. A chargeable WAP serviceover GPRSisof thiskind. Two modelsof thisin-bank
payment are in use, namely, subscription models and per usage payment models, with
the amount of the payment usually being small, that is, micro-payments. In-band
transactions include applications such as video streaming of sports highlights or video

messaging.

Proximity

Proximity payments involve the use of wireless technologies to pay for goods and
services over short distances. Proximity transactions develop the potential of mobile
commerce, for example, using amobiledeviceto pay at apoint of sale, vending machine,
ticket machine, market, parking, and so forth. Through short range messaging protocols
such asBluetooth, infrared, RFI D, contactlesschip, themobiledevice can betransformed
to a sophisticated terminal that is able to process both micro and macro payments
(DeClercq, 2002).
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Mobile Payment Standardization

Common Issues of Mobile Payment Standards

Mobile payment enables users to globally conduct payment transactions without
physical contact. Unfortunately, regional distinctions and market dynamics often lay
barriers for its development. A set of standardsis required for all of the four parties.
Dominant corporationsare competing for theadvance of their own standards, which will
contributetotheir competitionwiththeir rivals. Among different standards, thecommon
issues addressed are:

i Security. The fraud holds back the usage and trust of consumers and merchants
in the integrity of the payment network. In addition, it also adds the cost of
operation. Therefore, increased security is vital for the development of mobile
payment method to addresstheseissues. Themain security elementsincludethose
identified inthe " Security and Payment M ethods” section of this chapter, such as
confidentiality, authentication, integrity, authorization, availability, and non-
repudiation.

i Interoperability. This strengthens any global payment system, ensuring that any
parti cipating payment product can be used at any participating merchant location.

i Usability. According to the study on the consumers’ consumption behavior, MC
donot liketo changetheir major habit and tend to opt for the productsthat are user-
friendly. Thisfact laysthe requirement for usability.

Standardization of the Payment Lifecycle

Abiding by the payment standards, the M PF (mobile payment forum) isworking on the
standardization of the phasesinthe mobile payment lifecycle, namely device set-up and
personalization, payment initiation, authentication and payment completion:

. Set-up and configuration. When the mobile device is purchased, the owner who
wants to get access to the mobile services should set up the payment mechanism
inthe mobileenvironment. Set-up and configuration could take placeover amobile
network or the Internet, or they can be done physically.

. Payment initiation. In this step, payment information is transmitted to the mer-
chant over a network.

i Authentication. The authentication of the user is essential for any payment
transaction. The M PF is considering two-way messaging authentication and SAT
(SIM Alliance/Application Toolkit) authentication applications. The SAT authen-
tication standardization includes defining a set of minimum requirements for
authentication; hence the cost of band can be considerably retrenched.
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i Payment completion. This processtakes place after the cardholder’ s details have
been authenticated and the transaction is authorized. In the normal physical
transaction, thisinvolves the printing of areceipt for the user to confirm that the
money has been transferred. In the mobile environment, the MPF is currently
studying issues about the format and storage of digital receipts.

Summary

It is widely acknowledged that mobile commerce is a field of enormous potential.
However, itisalsocommonly admitted that the development inthisfieldisconstrained.
There are still considerable barriers waiting to be overcome. Among these, mobile
security and payment methods are probably the biggest obstacles. Without secure
commercial information exchange and safe el ectronicfinancial transactionsover mobile
networks, neither service providersnor potential customerswill trust mobilecommerce.
Various mobile security procedures and payment methods have been proposed and
applied to mobile commerce, and this chapter has provided a comprehensive overview
of them.

A securemobilecommercesystem must havethefollowing properties: (i) confidentiality,
(ii) authentication, (iii) integrity, (iv) authorization, (v) availability, and (vi) non-repudia-
tion. Mobile commerce security is tightly coupled with network security; however,
lacking a unified wireless security standard, different wireless technologies support
different aspects and levels of security features. This chapter therefore discussed the
security issuesrelated to thefollowing three network paradigms: (i) wirelesslocal area
networks, (ii) wirelesswide areanetworks, and (iii) WAP.

Among the many themes of mobile commerce security, mobile payment methods are
probably the most important. These consist of the methods used to pay for goods or
services with a mobile handheld device, such as a smart cellular phone or an Internet-
enabled PDA. A typical mobile payment processincludes: (i) registration, (ii) payment
submission, (iii) authentication and authorization by a content provider, and (iv)
confirmation. This chapter also described a set of standards for mobile payments.
Dominant corporationsare competing for theadvance of their own standards, which will
contributetotheir competitionwiththeir rivals. Among different standards, thecommon
issuesaddressed are: (i) security, (ii) interoperability, and (iii) usability. Current mobile
payment standardization has mainly been developed by several organizations, as
follows:

i Mobey Forum (2002): Founded by a number of financial institutions and mobile
terminal manufacturers, Mobey Forum’ smissionisto encouragethe use of mobile
technology in financial services.

i MobilePayment Forum (2002): Thisgroup isdedicated to devel oping aframework
for standardized, secure, and authenti cated mobile commerce using payment card
accounts.
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i Mobile electronic Transactions (MeT) Ltd. (2002): This group’s objectiveisto
ensure the interoperability of mobile transaction solutions. Its work is based on
existing specifications and standards, including WAP.

Refer ences

Ashley, P., Hinton, H., & Vandenwauver, M. (2001). Wired versuswirelesssecurity: The
Internet, WAP and iMode for e-commerce. In Proceedings of Annual Computer
Security Applications Conferences (ACSAC).

Biryukov, A., Shamir, A., & Wagner, D. (2000). Real timecryptanalysisof A5/1 onaPC.
In Proceedings of the 7™ International Workshop on Fast Software Encryption.

Borisov, N., Goldberg, |, & Wagner, D. (2001). | ntercepting mobile communications: The
insecurity of 802.11. In Proceedingsof the 7™ I nter national Conference on Mobile
Computing and Networking.

DeClercq, K. (2002). Banking sector. L essius Hogeschool.

Fluhrer, S., Martin, I., & Shamir, A. (2001). Weaknessinthekey scheduling algorithm
of RCA4. In Proceedings of the 8" Annual Workshop on Selected Areasin Cryptog-
raphy.

ICSTIS (The Independent Committee for the Supervision of Standards of Telephone
Information Services). (n.d.). Reverse-billed premiumrate SM S. Retrieved February
17, 2004 from: http://www.icstis.org.uk/icstis2002/default.asp?node=6

Jakobsson, M., & Wetzel, S. (2001). Security weaknesses in Bluetooth. Topics in
Cryptography: CT-RSA 2001 (pp. 176-191). Berlin: Springer-Verlag.

McKitterick, D., & Dowling, J. (2003). State of the art review of mobile payment
technology. Retrieved from http://www.cs.tcd.ie/publications/tech-reports/re-
ports.03/TCD-CS-2003-24.pdf

Mobey Forum. (2002). Retrieved October 10, 2002 from: http://www.mobeyforum.org/

Mobileelectronic Transactions(MeT) Ltd. (2002). Retrieved November 22, 2002 from:
http://www.mobiletransaction.org/

M obile Payment Forum (2002). Enabling secure, interoperableand user-friendly mobile
payment. Retrieved from: http://www.mobilepaymentforum.org/pdfs/mpf_white
paper .pdf

MSCtoBSinterfaceinter-operability specification. (1999). CDMA Devel opment Group.
CDG-10Sv.3.1.1.

Pahlavan, K., & Krishnamurthy, P. (2002). Principles of wireless networks: A unified
approach. Upper Saddle River, NJ: Prentice Hall.

Palminfocenter.com. (2003). PDA market still poised for growth. Retrieved December 10,
2003 from: http://mwww.Palminfocenter.com/view_Story.asp?lD=5050

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



18 Lee, Kou & Hu

Reuters. (2001). TheY ankee Group publishesU.S. mobilecommerceforecast. Retrieved
October 16, 2003 from: http://about.reuters.com/newsreleases/art_31-10-
2001 _id765.asp

Stubblefield, A., loannidis, J., & Rubin, A.D. (2002). Using the Fluhrer, Martin, and
Shamir attack to break WEP. In Proceedings of the Network and Distributed
Systems Security Symposium.

Tanenbaum, A.S. (2002). Computer Networks (4th ed.). Upper SaddleRiver, NJ: Prentice
Hall.

UTRAN overall description. (1999). 3GPP. TS25.401v3.3.0, R-99, RAN WG3.

Vriendt, J.D., Lainé, P., Lerouge, C., & Xu, X. (2002). Mobile network evolution: A
revolution on the move. | EEE Communications Magazine, 40(4), 104-111.

WAP (Wireless Application Protocol). (2003). Open Mobile Alliance Ltd. Retrieved
November 21, 2002 from: http://www.wapforum.or g/

The Yankee Group. (2002). Over 50% of large U.S. enterprises plan to implement a
wireless/mobile solution by 2003. Retrieved November 6, 2003 from: http://

www.yankeegroup.com/public/news_releases/news_release detail.jsp?
ID=PressReleases/news 09102002_wmec.htm

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Reputation and Trust 19

Chapter I 1

Reputationand Trust

Li Xiong, Georgia Institute of Technology, USA

Ling Liu, Georgia Institute of Technology, USA

Abstract

This chapter introduces reputation systems as a means of facilitating trust and
minimizing risks in m-commerce and e-commerce in general. It first illustrates the
importance of reputation systems in m-commerce by analyzing a list of risks through
example scenarios and discusses a number of challenges of building an effective and
robust reputation system in e-commer ce applications. It then describes Peer Trust, an
adaptive and dynamic reputation based trust model that helps participants or peers
to evaluate the trustworthiness of each other based on the community feedback about
participants’ past behavior. It also presents some initial experiments showing the
effectiveness, benefit and vulnerabilities of the reputation systems. Finally it discusses
a few interesting open issues.

| ntroduction

M obile commerce (m-commerce) communitiescreate enormousopportunitiesfor many,
as participants (or peers) can purchase products, access information, and interact with
each other from anywhere at any time. However, they also present risksfor participants
asthey are often established dynamically with unknown or unrelated participants. The
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open nature of such presents a big challenge for accountability. As in general e
commerce, the partici pants have to manage the risk when interacting with other partici-
pants. Inother words, in additiontoitswirelesscommunicationlayer risks, m-commerce
isalsofacedwithall theapplicationlayer risksingeneral e-commerce. For example, aPalm
Pilot user may encounter avirusattack by downloading the Liberty Trojan masquerading
asaninnocent programfor PalmOSfrom other malicioususers, whichwill wipeout all the
contact information. Techniques such as smart cards solve part of the problem by
authentication but cannot answer the question of which players are more trustworthy.
It isvery important for usersto be able to quantify and compare the trustworthiness of
different participants so they can choosereliableand reputable onesto interact with and
filter out the unreliable ones to reduce risk.

Application and Risk Scenarios

Wefirst analyzetherisksthrough several m-commerce examplescenariosandillustrate
the importance of reputation based trust systems.

M-commerce communitiescan bebuilt ontop of either traditional client-server architec-
ture or peer-to-peer wireless network. Inthefirst case, mobile devices are connected to
fixed networks through awireless gateway in order to access the servicesin the wired
Internet. It essentially replacesdesktop computerswith mobiledevicesinthetraditional
e-commercecommunitiesand allowsusersto order productsand accessinformationfrom
anywhereand at any time. Several important classesof applicationshavebeenidentified,
including transaction-based applications such as mobile auction and mobile shopping,
communication-based applications such as mobile advertising and mobile alerts, and
entertainment-based applications such as mobile music and software downloading
(Varshney, 2002). M-commerce communities can be al so built on top of aP2P network.
They aretypically formed by agroup of mobiledevicesunder the same service coverage
that haveacommon mission or interest. All membersor peerscommunicateover wireless
channelsdirectly without any fixed networking infrastructure. Such type of infrastruc-
tureisreceiving growing attention for commercial applications, such asteam collabora-
tion applications, networking intelligent sensors and cooperative robots.

M ost m-commerce security techniques or analyses deal with security concerns specific
tothewirelesscommunication such asprivacy and authenticity of wirelesscommunica-
tions(Chari, 2001). However, theapplication layer risksin general e-commercearealso
manifestedinm-commerce. Mobileclientsor peershaveto face potential threatsor risks
when interacting with unknown or unfamiliar service providers or other peers. We
summarize therisks and threats as follows:

i Transaction Specific Risks. For example, in mobile auctions scenario, buyersare
vulnerableto potential risks because malicious sellers may provideincomplete or
distorted information or fail to deliver goods.

i Malicious SMS Messages. Applications such as mobile advertising and mobile
alertstypically send advertising and alerts to mobile users using short messaging
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service (SMS) messages or short paging messages. A malicious service provider
or participant may send out malicious SM S messages that hide nefariousinstruc-
tions.

i VirusAttack. Consider the mobil e software-downl oading scenario whereamobile
user isasking for aresourcefromthe network. An adversary can respond by afake
resource with the same name as the real resource the original user islooking for,
but the actual file could beavirus. Thefirst wirelessvirus has been discoveredin
PalmOS, whichiscalled PalmOS/Phage!, and it will infect all third-party applica-
tions on the PDA device. Other wireless virus examples include the PalmOS/
LibertyCrack? Trojan that arrives masquerading asacrack program for an applica-
tioncalled Liberty, whichallowsPalmOSdevicestorun Nintendo GameBoy Games.
When run, however, the Trojan attempts to delete all applications from the
handheld and then reboot it.

i DoS Attack. The first cell phone virus hacked users of GSM mobile phones and
broadcasted a disparaging remark through SMS®. Although the virus caused no
damage, it foreshadowed a potential DoS attack. If an adversary can disseminate
aworm that send out millions of such messages, it could deluge cell phones with
them, thereby overwhelming the short message system.

Reputation Systems

Reputation systems (Resnick, 2000) provide attractive techniquesto address the above
listed risks by facilitating trust and minimizing risks through reputations. Concretely,
they help participants to evaluate trustworthiness of each other and predict future
behaviors of participants based on the community feedback about the participants’ past
behavior. By harnessing the community knowledge in the form of feedback, these
systems help people decide who to trust, encourage trustworthy behavior, and deter
dishonest participation. Reputation systems are important for fostering trust and
minimizerisksintwoways. First, by collecting and aggregating feedback about partici-
pants’ past behavior, they provide away for participantsto sharetheir experiences and
knowledge so they can estimatethetrustworthinessof other participantswithwhomthey
may not have personal experiencesand in turn they can avoid malicious participantsto
reduce risk. Second, the presence of a reputation system creates the expectation of
reciprocity or retaliation in future behavior, which in turn creates an incentive for good
behavior and discourages malicious behavior.

Building such reputation-based systemsfor m-commerce communities presents anum-
ber of challenges. Themain oneishow to devel op an effectivetrust model that computes
an accurate trust value for each participant even with possible strategic malicious
behaviors of participants. Thisessentially appliesto general e-commerce communities
at large. Dellarocas (2003) provides a latest survey for research in game theory and
economics on the topic of reputation. Most of the game theoretic models assume that
stage game outcomes are publicly observed. Online feedback mechanisms, in contrast,
rely on private (pair-wise) and subjective ratings of stage game outcomes. This intro-
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duces two important considerations. One is incentive for providing feedback and the
other is the credibility or the truthfulness of the feedback.

A variety of online community sites have reputation management builtin, such aseBay,
Amazon, Y ahoo! Auction, Edeal, Slashdot, and Entrepreneur.com. Even though they
facilitate the trust among users to some extent, they al so have some common problems
and vulnerabilities. Most of these systems use a simple sum or average of the ratings as
the reputation value of a user. For example, eBay uses a summation of positive and
negative feedback. It failsto convey important subtleties of online interactions such as
whether these feedback ratings come from low-value transactions and whether the
feedback ratings are honest. It isimportant to develop effective metrics that aggregate
feedback into ameaningful trust value as an estimate of the trustworthiness of partici-
pants by incorporating all the subtleties of online interactions. We discuss below the
research challenges of developing an effective trust model in detail.

i Differentiating dishonest feedback. An important difficulty in aggregating feed-
back into asingle valueisdealing with dishonest feedback and various attacksto
thereputation systemitself. Maliciousparti cipantsmay providefal seor misleading
feedback to badmouth other participants and to fool the system. Things are made
much worse if a group of malicious participants collude to boost each other’s
ratings and damage others' ratings. An effective trust metric has to differentiate
dishonest feedback from honest ones and be robust against various malicious
mani pulations of participants.

i Context and location awar eness. Another important consideration is the context
and location awareness, as many of the applications are sensitive to the context
or thelocation of thetransactions. For exampl e, thefunctionality of thetransaction
isan important context to beincorporated into the trust metric. Amazon.com may
be trustworthy on selling books but not on providing medical devices.

i Incentive to provide feedback. Lastly, thereisalack of incentive for participants
toprovidefeedback. Itiseven more soin m-commerce communitieswheremaobile
usersmay not bother to providefeedback at all duetothe power limitationsof their
mobile devices and their on-the-road situation.

The other important challengeisrelated to how to build the supporting infrastructureto
collect, aggregate and distribute feedback and reputation information.

i Efficient and scalable reputation data dissemination. There are two alternative
ways for reputation data dissemination, namely centralized and decentralized. A
trust model can beimplemented by either scheme. For example, inthem-commerce
communitiesthat are built on top of client-server architecture, a centralized trust
server (wireless access provider or other independent service provider) can be
deployed to collect, aggregate and distribute reputation information. I n the peer-
to-peer wireless network, the P2P nature of this type of network makes the
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traditional centralized solution unfeasible, as there is no centralized server or
database. Various P2P datalocation schemes such as broadcast based scheme and
distributed hash table based schemes can be used to store and look up the
reputation data. Data replication has to be considered in order to address the
dynamics of the network such as members leaving and joining the network and
potential malicious behaviors of the peers.

i Secure trust data transmission. There are a number of known security threats at
the wireless communication layer. The reputation system infrastructure has to
guarantee the secrecy and integrity of the reputation data during their transmis-
sion. Encryption based wireless security solutions suchasWAPWTL S*and PK1°
schemes can be used in the implementation to ensure reputation data are securely
transferred.

Bearing these research issues in mind, we developed PeerTrust (Xiong, 2003) as a
dynamic and adaptive reputation based trust system for participants or peersto quantify
and compare the trustworthiness of each other. The rest of the chapter focuses on the
trust model. The next section describesthe PeerTrust model. Technical detailsincluding
the illustration of the trust metrics in the context of e-commerce and m-commerce
applications will be provided. The section followed presents some initial experiments
evaluating the trust model. The last section concludes the chapter by a summary and
points out some future research opportunities.

The Trust Model

Themain focusof PeerTrust approach isthe design and devel opment of adynamic trust
model for aggregating feedback into atrust value to quantify and assess the trustwor-
thiness of participants or peersin e-commerce communities.

Trust Parameters

A peer’ strustworthinessis defined by an eval uation of the peer it receivesin providing
serviceto other peersin the past. Such reputation reflects the degree of trust that other
peers in the community have on the given peer based on their past experiences. We
identify fiveimportant factorsfor such evaluation: (1) the feedback apeer obtainsfrom
other peers, (2) the feedback scope, such asthe total number of transactionsthat a peer
haswith other peers, (3) the credibility factor of thefeedback source, (4) thetransaction
context factor for discriminating mission-critical transactionsfrom less or non-critical
ones, and (5) thecommunity context factor for addressing community-rel ated character-
isticsand vulnerabilities. Wenow illustrate theimportance of these parametersthrough
anumber of example scenarios.
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Feedback in Terms of Amount of Satisfaction

Reputation-based systems rely on feedback to evaluate a peer. Feedback in terms of
amount of satisfaction apeer receivesduring atransaction reflectshow well thispeer has
fulfilled itsown part of the service agreement. Some existing reputation based systems
usethisfactor aloneand computeapeer u’ strust value by asummation of all thefeedback
u receives through its transactions with other peers in the community. For example,
buyers and sellersin eBay can rate each other after each transaction (+1, 0, -1) and the
overall reputation is the sum of these ratings over the last 6 months.

Wecanclearly seethat thesefeedback-only metricsareflawed. A peer who hasperformed
dozens of transactions and cheated 1 out of every 4 cases will have a steadily rising
reputation in agiven time duration whereas a peer who has only performed 10 transac-
tions during the given time duration but has been completely honest will be treated as
lessreputableif the reputation measures are computed by a simple sum of the feedback
they receive. It isbeen proved that binary reputation mechanismswill not function well
and theresulting market outcomewill beunfair if judgment isinferred from knowledge
of the sum of positive and negative ratings alone (Dellarocas, 2001).

Number of Transactions

As described above, a peer may increase its trust value by increasing its transaction
volume to hide the fact that it frequently misbehaves at a certain rate when a simple
summation of feedback is used to model the trustworthiness of peers. The number of
transactionsisan important scope factor for comparing the feedback in terms of degree
of satisfaction among different peers. An updated metric can be defined as the ratio of
thetotal amount of satisfaction peer ureceivesover thetotal number of transactions peer
u has, that is, the average amount of satisfaction peer u receives for each transaction.

However, thisis still not sufficient to measure a peer’ s trustworthiness. When consid-
ering reputation information we often account for the source of information and context.

Credibility of Feedback

The feedback peer u receives from another peer v during a transaction is simply a
statement from v regarding how satisfied v feel s about the quality of the information or
service provided by u. A peer may make false statements about another peer’s service
due to jealousy or other types of malicious motives. Consequently a trustworthy peer
may end up getting alarge number of fal se statements and may be eval uated incorrectly
even though it provides satisfactory service in every transaction.

We introduce the credibility of feedback as a basic trust building parameter, which is
equally important as the number of transactions and the feedback. The feedback from
those peers with higher credibility should be weighted more than those with lower
credibility. We have devel oped two mechanisms for measuring the credibility of apeer
in providing feedback. The concrete formulas will be discussed later.
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Transaction Context Factor

Transaction context is another important factor when aggregating the feedback from
each transaction as we have discussed earlier because of the context and location
awareness of mobiletransactions. For example, when amobileuser istrying tocompare
potential services, the previous feedback from a mobile user who was using the same
device and wasin the same | ocation to access the service should be weighted more than
those from aregular user accessing the service from a desktop computer at home.

Other general transaction context such asthe value and functionality areal soimportant.
For example, the size of atransaction should beincorporated to give more weight to the
feedback from larger transactions. It can act as a defense against some of the subtle
malicious attacks, such aswhen aseller devel ops agood reputation by being honest for
small transactions and tries to make a profit by being dishonest for large transactions.
It can be seen as a simplified mechanism for more sophisticated risk management in e-
commerce (Manchala, 2000).

Community Context Factor

Community contexts can be used to address non-transaction specific issues. One
example is to add a reward for peers who submit feedback. This can to some extent
alleviate the feedback incentive problem. As another example, it can be also used to
incorporate historical information, and reputation from other applicationsor communities.

General Trust Metric

We have discussed the importance of each of the five trust parameters. In this section
we formalize these parameters, present a general trust metric that combines these
parametersin acoherent scheme, and describetheformulawe useto computethevalues
for each of the parameters given a peer and the community it belongs to.

Givenarecenttimewindow, let I(u,v) denotethetotal number of | nteractionsperformed
by peer uwith v, I(u) denote the total number of interactions performed by peer u with
all other peers, p(u,i) denotethe other participating peer in peer U’ sith transaction, S(u,i)
denote the normalized amount of Satisfaction peer u receives from p(u,i) in its ith
transaction, Cr(v) denotethe Credibility of the feedback submitted by v, TF(u,i) denote
the adaptive Transaction context Factor for peer u’sith transaction, and CF(u) denote
the adaptive Community context Factor for peer u. Let o and 3 denote the normalized
weight factors, the Trust value of peer u, denoted by T(u), is defined as follows:

I (u)
Y S(u,i)* (Cr(p(u,i))* TF(u,i))

Tu)=a*=

m + B*CF(u)

> Cr(p(u,i)* TF(u,i)
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Thefirst term isaweighted average of amount of satisfaction a peer receives for each
transaction. Theweight (Cr(p(u,i))* TF(u,i)) takesinto account thecredibility of feedback
source to counter dishonest feedback, and transaction context to capture the transac-
tion-dependent characteristics. This history-based evaluation can be seen as a predic-
tion for peer u'slikelihood of asuccessful transaction in the future. A confidencevalue
can be computed and associated with the trust metric that may reflect the number of
transactions, and the standard deviation of the ratings depending on different commu-
nitiesand requirements. The second term adjuststhefirst term by anincrease or decrease
of the trust value based on community-specific characteristics. The oo and B parameters
can beused to assign different weightsto the feedback-based eval uation and community
context in different situations. For instance, they can be assigned properly so the trust
value is set to be either the feedback-based evaluation when the peer has enough
transactions or a default value otherwise.

Important to note is that this general trust metric may have different appearances
depending on which of the parameters are turned on and how the parameters and weight
factors are set. The design choices depend on characteristics of online communities. It
isanon-trivial problemto choosetheoptimal parametersin practice. Different usersmay
also choose different settings based on their own preferences and have their own view
of theuniverse. We emphasizethat thefirst three parameters— thefeedback, the number
of transactions, and the credibility of feedback source are important basic trust param-
etersthat should be considered in computing a peer’ strustworthinessin any communi-
ties. Weillustrate next how the basi c parameters can be coll ected or determined and how
the adaptive parameters can be set.

The Basic Metric

Wefirst consider the basic form of the general metric as shown below by turning off the
transaction context factor (TF(u,i)= 1) and the community context factor («=21and f=0).
It computesthetrust val ue of apeer u by aweighted average of the amount of satisfaction
peer u receives for each transaction.

I (u)
Y S(u,iy*Cr(p(ui)
T(u)=-"=

1(u)

>,Cr(p(uii)

The feedback in terms of amount of satisfaction is collected by a feedback system.
PeerTrust uses a transaction-based feedback system, where the feedback is bound to
each transaction. The system solicits feedback after each transaction and the two
participating peers give feedback about each other based on the transaction. Feedback
systemsdiffer with each other in their feedback format. They can use apositive format,

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Reputation and Trust 27

anegative format, anumeric rating or amixed format. S(u,i) isanormalized amount of
satisfaction between 0 and 1 that can be computed based on the feedback.

Both the feedback and the number of transactions are quantitative measures and can be
collected automatically. Different from these two, the third parameter — credibility of
feedback — isaqualitative measure and needs to be computed based on past behavior
of peerswhofilefeedback. Different approaches can be used to determinethecredibility
factor and compute the credible amount of satisfaction. One way isto solicit separate
feedback for feedback themselves. This makesthe reputation system more complex and
adds more burdens on users. A simpler approach isto infer or compute the credibility
value of apeer implicitly. We discuss two such credibility measures.

The first one is to use a function of the trust value of a peer as its credibility factor
recursively so feedback from trustworthy peers are considered more credible and thus
weighted more than those from untrustworthy peers. We refer to the basic trust metric
that uses the Trust Value of a peer recursively as its credibility Measure as PeerTrust
TVM metricand it isdefined asfollows:

I (u)
D, S(u,i)*T(p(u,i))
T(u)=-"2

1 (u)

>, T(p(u.i)

Thissolutionisbased on two assumptions. First, untrustworthy peersare morelikely to
submit false or misleading feedback in order to hide their own malicious behavior.
Second, trustworthy peersare morelikely to be honest on the feedback they provide. It
iswidely recognizedthat thefirst assumptionisgenerally true but the second assumption
may not be true at all time. For example, it is possible that a peer may maintain a good
reputation by performing high quality services but send malicious feedback to its
competitors. In this extreme case, using a function of trust value to approximate the
credibility of feedback will generate errors. Thisis because the reputation-based trust
in PeerTrust model is established in terms of the quality of service provided by peers,
rather than the quality of the feedback filed by peers.

The second credibility measureisfor apeer w to use a personalized similarity measure
toratethecredibility of another peer vthroughw' spersonalized experience. Concretely,
peer wwill use apersonalized similarity between itself and another peer vto weight the
feedback by v on any other peers. Let 1S(v) denote the Set of peersthat have Interacted
with peer v. Tomeasurethefeedback credibility of peer v, peer w computesthefeedback
similarity between w and v over IS(v) N IS(w), the common set of peers they have
interacted withinthe past. If we model thefeedback by v and the feedback by w over the
common set of peers as two vectors, the credibility can be defined as the similarity
between thetwo feedback vectors. Particularly, we usetheroot-mean-square or standard
deviation (dissimilarity) of thetwo feedback vectorsto computethefeedback similarity.
We refer to the basic metric that uses the Personalized Similarity as the credibility
Measure as PeerTrust PSM metric and it is defined as follows:
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%S(u,i)*Sim(p(u,i),w)
T(u)=-"=

1 (u)

Zam( p(u, i), w)

where

DI CURD Y N
zxelsw)mswv)( 1 (X,V) O (X, w)

|1S(v) N 1S(w)

Sm(v,w) =1-

Thisnotion of local or personalized credibility measureprovidesgreat deal of flexibility
and stronger predictivevalue asthe feedback from similar ratersare given moreweight.
It may also act as an effective defense against potential malicious collusions. Given the
observation that peersin a collusive group give good ratings within the group and bad
ratingsoutsidethegroup, thefeedback similarity between apeer vinthecollusivegroup
and apeer w outsidethegroup will below, whichwill effectively filter out the dishonest
feedback by peer v for peer w.

Giventhat oneof thedesign goal sof PeerTrust model isto emphasizetherolesof different
trust parametersin computing trustworthiness of peers, intherest of the chapter we will
use the above two measures as examples and study their effectiveness, benefit and
vulnerabilities. Webelievethat the study of what determinesthe precision of credibility
of feedback isby itself aninteresting and hard research problem that deserves attention
of itsown.

Adapting the Trust Metric with Context Factors

We have discussed the motivationsand scenariosfor incorporating the adaptive context
factorsinto our general trust metric. I nthissectionwe givetwo examplesof adaptingthe
metric using the transaction and community context factor respectively.

Incorporating Transaction Contexts by Transaction Context Factor

V arioustransaction contexts, such asthe size, category, or time stamp of thetransaction
and thelocation information of the transacting peer can beincorporated into the metric.
For exampl e, an adapted metricthat incorporatesthesize of atransactioni intermsof the
Dollar amount of the payment, denoted by D(u,i), is defined below so the feedback for
larger transactions are assigned more weight than those for smaller ones:
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%S(u,i)*Cr(p(u,i))* D(u,i)
Tu==

1(u)

ZCr(p(u,i))* D(u,i)

Providing Incentives to Rate by Community Context Factor

Several remedies have been suggested to the incentive problem of reputation systems
such as market-based approaches and policy-based approach in which users will not
receiveratinginformationwithout paying or providing ratings. However, implementing
these approaches might stiflethe growth of onlinecommunitiesand fledgling electronic
markets. In PeerTrust, theincentive problem of reputation systems can be alleviated by
buildingincentivesor rewardsinto the metricthrough community context factor for peers
who provide feedback to others. An adapted metric can be defined below with areward
asafunction of theratio of total number of Feedback peer u giveothers, denoted asF(u),
over the total number of transactions peer u has during the recent time window. The
weight factors can be tuned to control the amount of reputation that can be gained by
rating others.

I (u)
Y S(u,i)* Cr(p(u,i))

T(U)=o* =

" +ﬁ* II:(U)
Y Cr(p(u.i) “

Evaluation

We performed some initial experiments to evaluate PeerTrust model and show its
feasibility, effectiveness, and benefits. Thefirst oneeval uateseffectivenessof PeerTrust
model interms of its computation error against malicious manipulations of peersintwo
settings. The second one demonstrates the importance and benefit of supporting
reputation based trust in a P2P community by allowing peers to avoid untrustworthy
peers using the reputation based trust scheme.

Simulation Setup

Our initial simulated community consists of N peers and N is set to be 128 in most
experiments. The game theory research on reputation introduced two types of players
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(Dellarocas, 2003). One is commitment type or a long-run player who would always
cooperate because cooperationistheactionthat maximizestheplayer’ slifetime payoffs
if the player could credibly commit to an action for the entire duration. In contrast, a
strategic type corresponds to an opportunistic player who cheats whenever it is
advantageousfor himto do. Wesplit peersintothesetwotypesin our simulation, namely,
good peers and strategic or malicious peers. The percentage of malicious peers is
denoted by k. We have one experiment with varying k to show its effect and otherwise
kis set to be 25%.

The behavior pattern for good peersisto always cooperate in transactions and provide
honest feedback afterwards. While it is a challenging task to model peers’ malicious
behavior realistically, we start with two malicious behavior patterns to study the
robustness of PeerTrust metrics, namely non-collusive setting and collusive setting. In
non-collusive setting, malicious peers cheat during transactions and give dishonest
ratings to other peers, that is, give bad rating to a peer who cooperates and give good
rating to a peer who cheats. A malicious peer may choose to occasionally cooperatein
order to confuse other peers and fool the system. We use mrate to model the rate that
amalicious peer acts maliciously. We have one experiment varying mrate to show its
effect on trust computation effectiveness, and otherwise mrate is set to 100%. In
collusive setting, malicious peers act similarly to those in non-collusive setting, and in
addition, they formacol lusivegroup and deterministically hel p each other by performing
numerous fake transactions and give good ratings to each other.

Weuseabinary feedback systemwhereapeer ratesthe other peer either 0 or 1 according
to whether the transaction is satisfactory. The number of transactions each peer has
during thelatest timewindow, denoted by I, issettobe100for all peers. For comparison
purpose, we compare PeerTrust metrics to the conventional approach, referred to as
Conventional, in which an average of theratingsis used to measure the trustworthiness
of a peer without taking into account the credibility factor. All experiment results are
averaged over five runs of the experiments.

Effectiveness against M alicious Behaviors of Peers

The objective of this set of experimentsisto evaluate the effectiveness and robustness
of the trust metrics against malicious behaviors of peers. The experiments proceeds as
peers perform random transactions with each other. After 6,400 transactions in the
community, that is, an average of 100 transactionsfor each peer, agood peer isselected
to evaluate the trustworthiness of all other peers. Each experiment is performed under
both non-collusive and collusive settings described earlier. We compute the trust
computation error astheroot-mean-square (RM S) of the computed trust value of all peers
and the actual likelihood of peers performing a satisfactory transaction, whichis 1 for
good peers and (1-mrate) for malicious peers. A lower RM S indicates a better perfor-
mance.

For the first experiment, we vary the percentage of malicious peers (k) and set the
maliciousrateto 1l (mrate=1). Figure 1 representsthetrust computation error of different
PeerTrust algorithmsand the conventional approach with respect tokinthetwo settings.
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Figurel. Trust computation error with respect to per centage of malicious peersin non-
collusive setting (left) and collusive setting (right)
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We can make anumber of interesting observationsinthenon-collusivesetting. First, the
performance of the conventional approach drops almost linearly when k increases.
Without taking into account the credibility of feedback source, it is very sensitive to
malicious peers who provide dishonest feedback. Second, PeerTrust TVM stays effec-
tive when k isless than 50%. Using trust values of peersrecursively as the weight for
their feedback, they are able to filter out dishonest feedback and make correct trust
computations. However, the error becomes 100% when k is greater than 50%, which
indicatesthey completely make wrong eval uations by mistaking good peers as untrust-
worthy and malicious peers as trustworthy. This is particularly interesting because it
showsthat malicious peersare abletofool the system by overriding the honest feedback
provided by good peerswhenthey arethe majority. Last, PeerTrust PSM stayseffective
even with a large percentage of malicious peers. This confirms that the personalized
similarity based credibility acts as a very effective measure to filter out dishonest
feedback. The collusive setting also presents interesting observations. Both conven-

Figure 2. Trust computation error with respect to malicious rate of malicious peersin
non-collusive setting (left) and collusive setting (right)
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tional metricand PeerTrust TV M metric areextremely sensitiveto collusiveattemptsthat
dishonestly providefeedback even when thenumber of maliciouspeersisvery small. On
the other hand, PeerTrust PSM metric, as we have expected, acts as a very effective
defense against collusion by filtering out dishonest feedback from the collusive group.

For the second experiment, we vary the maliciousrate (mrate) and set the percentage of
malicious peers to 25% (k=25%). Figure 2 compares the trust computation error of
PeerTrust metrics and the conventional metric with respect to mratein the two settings.
Again we can make a number of interesting observations in both settings. First, the
performance of the conventional approach drops when mrate increases. Second, both
PeerTrust TVM and PSM metrics have a slightly dropped performance when the
maliciousrateislessthan 100%. Thisindicatesthat malicious peersare ableto confuse
the system a little when they occasionally cooperate and give honest feedback. The
collusive setting shows similar results but to alarger extent.

Benefit of Trust Based Peer Selection

Thisset of experimentsdemonstratesthe benefit of using areputation based trust system
inwhich peerscomparethetrustworthiness of peersand choosethe peer with the highest
trust value to interact with. A transaction is considered successful if both of the
participating peers cooperate. We define successful transaction rate as the ratio of the
number of successful transactions over the total number of transactionsin the commu-
nity uptoacertaintime. A community with ahigher transaction successrate hasahigher
productivity and a stronger level of security. The experiment proceeds by repeatedly
having randomly selected good peersinitiating transactions. In acommunity that hasa
reputation system, the source peer sel ectsthe peer with the highest trust valueto perform
the transaction. Otherwise it randomly selects a peer. The two peers then perform the
transaction and the transaction succeeds only if the selected peer cooperates. The
experiment is performed in both non-collusive setting and collusive setting. We show
the benefit of utilizing a reputation based trust system that uses conventional and
PeerTrust metrics compared to acommunity without any trust system.

Figure 3 shows the transaction success rate with regard to the number of transactions
inthecommunity inthetwo settings. In the non-collusive setting, we can see an obvious
gain of the transaction success rate in communities equipped with atrust mechanism.
This confirms that supporting trust is an important feature, as peers are able to avoid
untrustworthy peers. We can also see different trust metrics benefit the community to
adifferent extent. Thisshowsasimilar comparisontothepreviousexperiment. Itisworth
noting, however, that the system using conventional metric achieves a transaction
success rate close to 100% even though its trust computation error is much higher than
0, shown in Figure 1. Thisis because even if the computed trust values do not reflect
accurately thelikelihood of the peersheing cooperative, they do differentiate good peers
from bad peersin most cases by therelative ranking. Inthe collusive setting, we can see
that the transaction success rate is O for the system using conventional and PeerTrust
TVM metric. Thisindicates that malicious peers are able to completely fool these trust
schemesby collusion and render the system usel ess, even worsethan the system without
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Figure 3. Benefit of reputation based trust scheme in non-collusive (Ieft) and collusive
setting (right)
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atrust scheme. However, the system still benefits from PeerTrust PSM metric signifi-
cantly and shows robustness against the collusion.

Conclusion and Future Trends

We discussed reputation and trust and described PeerTrust model for building reputa-
tion based trust systemsfor e-commerceincluding m-commerceapplications. It alleviates
or avoids some of the security risks we discussed earlier by helping participants to
choose reputabl e participants and avoid untrustworthy ones. For example, the simplest
version of avirus attack would be that an adversary delivers avirus to a good peer or
member. With a reputation based trust mechanism in place, the peer who receives the
maliciouscontent will beableto submit anegativefeedback about themaliciouspeer and
help other peersto avoid it in the future.

Not surprisingly, areputation-based trust mechanism al so introducesvulnerabilitiesand
problems by itself. Common attacks are known as shilling attacks, where adversaries
attack the system by submitting fake or misleading ratings to confuse the system aswe
havediscussed earlier. Further, partici pantscan amount attacks on thetrust management
system by distributing tampered with trust information. PeerTrust triesto minimizesuch
security weaknesses. For exampl e, the useof thecredibility factor of thefeedback source
can be seen as an effective step towards handling fake or misleading ratings. The ability
toincorporate various transaction and community contexts can al so act agai nst some of
the subtle attacks. Furthermore, by combining the proposed trust metric and the secure
trust datatransmission built on top of public key cryptographic algorithms, it prevents
distribution of tampered with trust information and man in the middl e attack.
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There remain many interesting research problems, some of which are listed below:

i Collusion among participants. Unfortunately there is so far no mechanism that
can completely prevent thistypeof attack. Developing mechanismsthat arerobust
to collusion among participantsis currently an active area for research.

i Lack of portability of reputation between systems. Thislimitsthe effectiveness of
reputation systems. For example, if amobile user travelsto aforeign network, he
or shewould become anewcomer inthat network and loseall his/her reputationin
his or her home network. Efforts are currently underway to construct a more
universal framework in e-commerceresearch. However, itisyet toreceiveaglobal
acceptance.

i Get rid of bad history through reentry. Another risk mainly in the P2P community
is that peers can easily discard their old identity and adopt a new one through
reentry to get rid of thebad history. Potentially therearetwo classes of approaches
tothisissue: either makeit more difficult to change onlineidentities, or structure
the community in such away that exit and reentry with a new identity becomes
unprofitable (Friedman, 2001).

i One-time attack. The proposed trust building techniques are based on experi-
ences. Therefore, a peer that has been consistently reliable can perform an
unavoidable one-time attack. Although trust metrics can be adapted to quickly
detect amalicious participant’s bad behavior, it isvery hard if not impossible to
fully prevent this type of attack.

We believe efforts for promoting reputation and trust play an important role in m-
commerce security, which is a key to the acceptance and general deployment of m-
commerceapplications.
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Chapter |11

| Nntr usion Detection
and VVulner ability
Analysisof Mobile

CommercePlatform

Changhua Zhu, Xidian University, China
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Abstract

Intrusion detection and vulnerability analysis play the same important roles in
wirelessinfrastructureasinwired infrastructure. Inthischapter we briefly present the
methods and technologies of intrusion detection and vulnerability analysis. Then we
give the security issues in various wireless networking technologies, analyze the
vulnerability of the enabling technologies for the mobile commerce platform, and
propose a distributed wirelessintrusion detection & vulnerability analysis (WID& VA)
systemthat can help to addresstheidentified security issues. Finally, we conclude this
chapter and discuss the future trends.
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| ntroduction

Combining with current wireless communications infrastructure, wireless computing
infrastructureand mobilemiddleware, mobile commerceprovidesconsumerswith secure,
faster and personalized services and is becoming one of the most important wireless
applications. Mobilecommerceisavast areaof activity comprised of transactionswith
monetary value conducted via a mobile device. These transactions may involve intan-
giblegoods, such asapplicationsandinformationdeliveredtothemobiledeviceindigital
format, aswell astangiblegoodsthat are purchased using the mobiledevicebut delivered
separately. M oreand more peopl e prefer m-commerce servicesand enjoy themselvesby
these prompt services.

On the other hand, compared with wired networks, wireless networks have no central
control scheme and determinate boundary, which provide many chancesfor theintruders
toattack the networks. Mobiledatacan be copied, sniffed, or lost. Wirelessterminalsand
network platformscan al so be deceived, and attacked passively (decryption) or actively
(unauthorized communications).

Typical systems of wireless infrastructure for m-commerce platform include cellular
networks(e.g., GSM), WLAN (wirelesslocal areanetworks, e.g., IEEE 802.11), wireless
MAN (metropolitan areanetworks, e.g., |EEE 802.16), HomeRF, WPAN (wirel ess per-
sonal areanetworks, e.g., Bluetooth) and the combination of them (e.g., GPRS (general
packet radio service) /WLAN). In GSM circuit-switched data (CSD), GPRS and EDGE
(enhanced datarates for global evolution), the A5 algorithm is applied to encrypt the
radiolink dataand the A3/A8 algorithmisapplied for the authentication. Thereexistsa
common weaknessthat has been reported that both A5 encryption algorithm and A3/A8
authentication algorithm can beeasily broken. Thismeansthat theattacker can cal cul ate
the private key of aconsumer and duplicate the SIM (subscriber identity module) card.
In GSM, thereisno authentication agai nst networks, no end-to-end security scheme, and
noexplicitintegrity protectionontheair link. Barkan, Biham, and Keller (Barkan, Biham
& Keller, 2003) from Technion Institute of Technology in Haifa (Israel) described a
ciphertext-only attack on A5/2 that requires afew dozen milliseconds of encrypted off-
the-air cellular conversation and findsthe correct key inlessthan asecond on apersonal
computer. They described new attacks on the protocols of networksthat use A5/1, A5/
3oreven GPRS. UMTShasexplicitintegrity protectionontheair link, usesthe publicly
reviewed encryptionalgorithm (KASUM]), conductsthe authenti cation between mobile
terminal and network, and encrypts transmitted data within a base station. However,
UMT Shasnot beenwidely implemented and will not belikely accepted worldwideinthe
near future. In addition, with the increasing capability of the intruders, new security
weaknesses of wireless cellular networks may be discovered.

The wireless application protocol (WAP) offers additional and advanced layers of
security, wherewirel essidentity module (WIM) may carry asymmetric keys, certificates,
and perform WTLS (wireless transport layer security) authentication and signature
operations. The WAP has a special security layer, WTLS, in the WAP protocol stack,
andit supportsPK1 (publickey infrastructure). However, itiswell knownthat decryption
and re-encryption between WTLS and SSL/TL S (secure sockets layer/transport layer

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



38 Zhu & Pei

security) occur inthe WAP gateway. This meansthat the data are exposed to intruders.
Theintruders can access private authorization information through packet sniffing (so-
calledWAPGAP).

WLAN is easy to be broken-in because the network must send beacon frame with
information that can be used by hackers, and thisprovides necessary cluesfor intrusion.
Intruders can penetrate into the WLAN anywhere by using high sensitivity antennas.
Subscribers might be deceived by unauthorized APs (access points). Because of limited
bandwidth, theresource of WL AN may be exhausted by non-authorized traffic, and APs
can beblocked. Thisisaso-called DoS (denial of services) attack. Fluhrer, Mantin and
Shamir analyze the weakness of RC4 stream cipher that is applied to traffic between
wirelessaccess pointsand stationsby WEP (wired equival ent protocol) and declarethat
WEP can be cracked within 15 minutes (Fluhrer, Mantin & Shamir, 2001). On the other
hand, WEP can merely protect the initial data of the subscriber and network. It cannot
encrypt the supervision and control frames. Therefore, it provides chances of being
deceived by fraud frames. In addition, many subscribers have not really implemented
WEP althoughitisadefault optionin many WLAN products. Thisallowsanintruder to
easily puzzlethe ARPtable, to obtainthe MA C address, to find the existence of AP, and
to perform viciousattacksin absence of selection of encryption code and authentication
method together with the possibility of wireless data being captured and modified.

Thereisno such thing asa 100% secure system and thereisno silver bullet (L ee, 2003).
Some computer security breaches cannot be prevented using access and information
flow control techniques. These breachesmay be aconsequence of system software bugs,
hardware or softwarefailures, incorrect system administration procedures, or failure of
the system authentication. Cryptographic methodshave their own problems. Passwords
can becracked, userscanlosetheir passwords, and entire crypto-systemscan be broken.
Even atruly securesystemisvulnerableto abuse by insiderswho abusetheir privileges.
It has been seen that the relationship between the level of access control and user
efficiency isan inverse one, which means that the stricter the mechanismis, the lower
theefficiency becomes. Viciousattackersalwaysseek theflaw of systemfor variousaims
and want to intrude on the system deliberately. Given that there is no absol utely secure
system, intrusion detection and vul nerability analysisarevery important, particularly for
wireless applications such as mobile commerce.

Intrusion detection techniques can play a significant role in the detection of computer
misusein such cases. Anintrusionisdefined by Heady et al. (Heady et al., 1990) as any
set of actionsthat attempt to compromisetheintegrity, confidentiality, or availability of
aresource. An earlier study done by Anderson (Anderson, 1980) usestheterm “threat”
inthe same senseand definesit to bethe potential possibility of adeliberate unauthorized
attempt to accessinformation, manipulateinformation, or render asystem unreliable or
unusable. Theobjectivesof intrusion detectioninclude: identify intruders (unauthorized
access, misuseby internal personnel or external person); distinguishintrusion behaviors
fromnormal behaviors; detect and monitor successful break-in; and provideimmediate
information for counterworking. Vulnerability is defined as a design flaw, defect or
misconfigurationthat can beexploited by an attacker. VVulnerability analysisisaprocess
to check the security state of asystem anditscomponents. VVulnerability analysissystem
can scan and analyze network system (servers, routers, fireworks, operation system,
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network application processes), test and report weakness and vulnerability before
hacker, and suggest the remediation and security methods. It strengthens network
security. Vulnerability scannersfocuson static configuration, whileintrusion detection
searches temporary misuse or anomaly scenarios. Vulnerability scanners can search a
known NFS (network file system) weaknessthrough checking servicesand configuration
of aremote system and make administratorsfind the weakness or holesbeforeintrusion
occurs. But for the sameweakness, anintrusion detection system cannot report thisuntil
attackers attempt to utilize this weakness. So, wireless intrusion detection and vulner-
ability analysis must be strongly enforced by network administrator for secure m-
commerceplatforms.

In this chapter we will briefly present various methods and technologies of intrusion
detection and vulnerability analysisin wired and wireless networks. Then we give the
security issuesin various wireless networking technologies, analyze the vulnerability
of theenabling technol ogiesfor themobile commerceplatform, and propose adistributed
wirelessintrusion detection & vulnerability analysis (WID&V A) system to addressthe
identified security issues. And we al so show the future trends of intrusion detection and
vulnerability analysisof m-commerceplatform.

| ntrusion Detection

Therearetwo types of methodsfor intrusion detection: oneis misuse detection, and the
other is anomaly detection.

Misuse Detection

The concept behind misuse detection schemesisthat there are waysto represent attacks
in the form of a pattern or a signature so that even variations of the same attack can be
detected. This means that these systems are not unlike virus detection systems — they
can detect many or all known attack patterns, but they areof littleusefor asyet unknown
attack methods. An interesting point to note is that anomaly detection systems try to
detect the complement of “bad” behavior. Misuse detection systems try to recognize
known “bad” behavior. The mainissuesin misuse detection systemsare how to write a
signature that encompasses all possible variations of the pertinent attack, and how to
write signatures that do not also match non-intrusive activity.

Misuse detection looks primarily for recognized patterns of attack. The major methods
can be given as follows:. rule-based production/expert systems (Bace, 2000), state
transition analysis (l1gun, Kemmerer & Porras, 1995), model-based i ntrusion detection
(Garvey & Lunt, 1991), pattern matching (Kumar, 1995; Kumar & Spafford, 1994), using
conditional probability to predict misuseintrusions(Kumar, 1995), keystrokemonitoring
(Sundaram, 1996), andinformationretrieval (Anderson & Khattak, 1998). Table 1 shows
the main idea of each misuse detection method.
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Anomaly Detection

Anomaly detection techniques assume that all intrusive activities are necessarily
anomalous. Thismeansthat if wecould establisha“normal activity profile” for asystem,
we could, in theory, flag all system states varying from the established profile by
statistically significant amounts asintrusion attempts. However, if we consider that the
set of intrusive activitiesonly intersectsthe set of anomalous activitiesinstead of being
exactly the same, wefind acouple of possibilities: (1) Anomalousactivitiesthat are not
intrusive are flagged asintrusive. (2) Intrusive activities that are not anomal ous result
in false negatives (events are not flagged intrusive, though they actually are). Thisisa
dangerousproblem, and isfar more seriousthan the problem of falsepositives. Themain
issues in anomaly detection systems thus become the selection of threshold levels so
that neither of the above two problemsis unreasonably magnified, and the sel ection of
features to monitor. Anomaly detection systems are also computationally expensive
because of the overhead of keeping track of, and possibly updating several system
profilemetrics.

Anomaly detection searches for deviations from normal user or system behavior
patterns, from usage of computer or network resources. The major methodscanbegiven
asfollows: statistical methods(Lunt, Tamaru & Gilham, 1992), haystack (Smaha, 1988),
feature selection (Croshie & Spafford, 1995; Doak, 1992), Bayesian statistics (Cheuing,
etal., 1999; Farshchi, 2003), Bayesian classification (Cheeseman, Stutz & Hanson, 1991),
time-based inductive machine (Teng, Chen & Lu, 1990), instance based |earning tech-
niques(Lane& Broadley, 1999), neural networks(Fox etal., 1990; Ryan, Lin& Miikkulainen,
1998), support vector machinemethod (Nguyen, 2002), information-theoretic measures
(Lee& Xiang, 2001), and soforth. Table 2 showsthe mainideaof each anomaly detection
method.

Other methods belong to neither misuse nor anomaly detection methods, several of
which areasfollows: artificial immunetheory (Forrest et al., 1997; Hofmeyr, Forrest &
Somayaji, 1998), geneticalgorithm (Croshie& Spafford, 1995), datamining (L eg, 1999),
and so forth. Another interesting method ishoney pot. It trapstempt intrudersinto areas
which appear attractive, worth investigating and easy to access, taking them away from
thereally sensitive areas of the systems (The Honeynet Project, 2003).

Table 1. Misuse detection methods illustration

Misuse detection methods [ Main idea

Rule-based expert system If-then rules sets. If part: the conditions requisite for an attack
Attacks are represented as a sequence of state transitions of the
monitored system

State transition anaysis

Model-based Combines models of misuse with evidential reasoning
! Encodes known intrusion signatures as patterns that are matched
Pattern matching against audit data

Analyzes the conditional probability, P(Intrusion | event pattern), of
a sequence of external events

Pattern match for specific keystroke sequences that indicate an
attack

Information retrieval Uses information retrieval techniques to index audit trails

Conditional probability

Keystroke monitoring
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Table 2. Anomaly detection methods illustration

Anomaly detection methods | Main idea

Observes the behavior of subjects and generates profiles for them, and
Statistical method anomaly detector generates the variance of the present profile from the
original.

Determines the subset that accurately predicts or classifiesintrusons given
aset of heuristically chosen measures.

Estimates the conditional probability with which anomaly intrusion occurs
by using Bayes' theorem from n measures.

By using Bayesian classification, the data collected are divided into
different classes, which are applied to infer anomaly users and events.
Time-based inductive Uses a time-based inductive machine to capture users' behavior patterns
machine that are expected to provide prediction for anomaly events.
Appliesinstance based learning to learn users' normal behavior from
temporal sequence data.

Trains the neural net on a set of representative commands sequences of a
Neural networks user. The variance of the user behavior from his or her profile can predict
intrusion.

Trains the support vector machine on different types of attacks and normal
data, then separates normal and intrusive patterns.

Uses the information theoretic measures, for example entropy, to
understand the characteristics of audit data and build anomaly detection
models.

Feature selection

Bayesian statistics

Bayesian classification

Instance based learning

Support vector machine

Information-theoretic
measures

Intrusion Detection System

Traditionally, IDS systems are divided into two categories. network-based and host-
based IDS. Network-based systems (NIDS) passively or actively listen on the network,
and capture and examine individual packet flowing through a network. In contrast to
firewalls, NIDS can analyze the entire packet, not just | P addresses and ports. They are
able to look at the payload within a packet, to see which particular host application is
being accessed, and withwhat options, andto rai seal ertswhen an attacker triesto exploit
a bug in such code, by detecting known attack signatures. Host-based intrusion
detection systems(HIDS) are concerned with what ishappening on each individual host.
They are able to detect actions such as repeated failed access attempts or changes to
critical systemfiles, and normally operate by accessinglog filesor monitoring real-time
system usage. To ensure effective operation, host-based IDSclientshaveto beinstalled
on every host on the network, tailored to specific host configuration. Host-based IDS
do not depend on network bandwidth, but areused for smaller networks, where each host
dedicatesprocessing power towardsthetask of system monitoring. Asmentioned, these
systems are host dependent, and can considerably slow down the hosts that have IDS
clientsinstalled.

In order to interoperation of various IDS products, components and other security
products, DARPA (The Defense Advanced Research Projects Agency) and IDWG
(Intrusion Detection Working Group) of IETF (Internet Engineering Task Force) pro-
posed a series of drafts of IDS, which include IDMEF (intrusion detection message
exchange format), IDXP (intrusion detection exchange protocol) and tunnel profile
(Curry & Debar, 2003; Feinstein, Matthews & White, 2002).
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Vulnerability Analysis

Vulnerabilitiesin asystem can generally be broken downinto five categories. physical/
environmental, network/connectivity, platform/operating system, application/service,
and human/policy. The vulnerabilities that come from these five categories always act
together, which adds the burden of vulnerability evaluation. A good vulnerability
scanner should be able to detect all well-known vulnerabilities and should be easily
updated when new vulnerabilities are identified. In addition, a vulnerability scanner
should itself be well protected and resistant to subversion, asit could be altered by an
intruder to givefal seresults. Common scanning toolsinclude: Security Profilel nspector
(SPI), Internet Security Scanner (1SS), Security Analysis Tool for Auditing Networks
(SATAN), Tiger, Sscan, Nmap, Computer Oracleand Password System (COPS), Tripwire,
and so forth.

Networ k-Based and Host-Based Vulnerability Scanners

Thereare generally two types of vulnerability scanning tools: network-based and host-
based (Shostack & Blake, 1999). Network-based scanning tools send probe traffic to
various network hosts and devices with the goal of gathering information that will
indicatewhether those systemshave holesthat can be exploited. They work by checking
the network interfaces of remote systems, searching the vulnerable services and
reporting possible vulnerability, for example port scanners, war dialers, and weakness
scanning for special applications and services. Network-based vulnerability scanners
depend on signaturesor fingerprints. If new vulnerability occurs, an attacker canintrude
the network beforethe signatureisrenewed. Host-based scanning tool srun on each host
toscanfor awiderange of system problems, including: unauthorized software, unautho-
rized accounts, unprotected | ogins, weak passwords, dormant viruses, and i nappropriate
accesspermissions. A would-beintruder endeavorsto exploit thesetypesof vulnerabili-
ties in an attempt to compromise the integrity, confidentiality, or availability of a
resource. Host-based scanning tools are applied to audit the security weakness of hosts
or serversrelated, for example configuration of using limit of hosts or servers, security
schemes, shared file systems, and so forth.

Credentialed and Non-Credentialed Methods for
Vulnerability Analysis

According to the way by which related information is obtained, the methods of
vulnerability analysis can be divided into two categories (Bace, 2000). Oneis creden-
tialed, and the other is non-credentialed. The difference between them is how the
information is obtained (credential or non-credential). The credentialed methods as-
sumed that some access to system, for example using the data resources, such as file
contents, configuration information and statusinformation, are legal. The information
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isobtai ned from resourcesthat have not been broken-in, in other words, from state query
and profile checking for standard system. The advantage of the credentialed method is
that it can quickly find the backdoors, strange datafilesand other traces|eft by hackers.
Inadditionitismoreaccurateand reliablethanthe non-credential ed method. \V ulnerabil -
ity analyzer works by using non-credentialed method, acts as attacker, and marks and
recordsthe systemresponsefor theseattacks. It can monitor user and network behaviors
and assess vulnerability related with network services. The advantages of the non-
credentialed method are that it is independent of platforms, and a single analyzer can
support multiple OSplatforms.

Vulnerability Analysis Systems

Quetal. (Quetal., 2002) present an agent based network vul nerability analysisframework
and show how theframework can be used to analyze and quantify the system vulnerabil -
ity under adistributed denial of service (DDOS) attack scenario. Their approach can be
described in terms of three steps: (1) vulnerability metrics —identify the metricsto be
used to analyzethe network vulnerability; (2) systemstate characterization—definethe
thresholds to be used to characterize the node/system state to be in one of three states:
normal state, uncertain state, and vulnerable state and (3) vulnerability index evalua-
tion — evaluate the vulnerability of the network or application with respect to the
vulnerability metrics defined in the first step. The vulnerability index can also be used
as an indicator to trigger proactive and survivable methodologies to aid fast recovery
at the earliest possible stages.

Lyeand Wing (Lye & Wing, 2002) present a game-theoretic method for analyzing the
security of computer networks. They view the interactions between an attacker and the
administrator asatwo-player stochastic game and construct amodel for thegame. Using
anon-linear programming, they compute Nash equilibriathat give the administrator an
idea of the attacker’s strategy and a plan for what to do in each state in the event of an
attack. Finding more Nash equilibriathus allows the administrator to know more about
the attacker’s best attack strategies.

Ramakrishnan and Sekar (Ramakrishnan & Sekar, 1998) propose amodel-based vul ner-
ability analysis system where the security-related behavior of each system component
ismodeled inahigh-level specificationlanguage. These component modelscan then be
composed to obtain all possible behaviors of the entire system. Finding system vulner-
ability can beimplemented by analyzing these behaviors using automated verification
techniquesto identify scenarios where security-related properties (such as maintaining
integrity of password files) are violated. The model-based approach can automatically
seek out and identify known and as-yet-unknown vulnerabilities.

Swiler, Phillips and Gaylor (Swiler, Phillips & Gaylor, 1998) propose a graph-based
network vulnerability analysissystem, whichisbased ontheideaof an attack graph. Each
node in the graph represents a possible attack state. A node will usually be some
combination of physical machine(s), user access level, and effects of the attack so far,
such as placement of Trojan horses or modification of access control. Edges represent
achange of state caused by asingle action taken by the attacker or actions taken by an
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unwitting assistant (such as the execution of a Trojan horse). They propose a method
that can automatically generate the graph. Once the attack graph has been generated,
high-risk attack paths can be determined by using shortest-path algorithm. If aprobabil -
ity or cost isattached to each arc, ashortest-path algorithm can find the attack path with
lowest cost or highest probability of success, provided the success probabilities can be
modeled as independent. The major advance of this method over other computer-
security-risk methodsisthat it considersthe physical network topology in conjunction
with the set of attacks.

Distributed Wireless
Intrusion Detection & Vulnerability
Analysis ( WID& VA) System

Intrusion Detection of Wireless Networks

Intrusion detection of wirelessnetwork can utilizetheforegoing methodsappliedinwired
networks. But intrusion detection in wireless network has characteristics of itsown. It
must work asthefollowing twotiered: detecting wireless attacksand detecting | P based
attacks. ThewirelessIDSfocusesprimarily onwirelessattacksand doesnot perform | P-
based intrusion detection. We can put aNIDSat thewireless AP (for WLAN infrastruc-
turemode) or at the Gateway GPRS Support Node (GGSN in GPRS) to detect wirel essborn
IP based attacks.

Several wirelessnetwork | DS have been proposed, typical systemsof whichfor WLAN
are: Whiff intrusion detection system (Ameter, Griffith & Pickett, 2002), WIDZ (WIDZ,
2003), IBM Wireless|ntrusion Detection Extension (WIDE) (Lackey, Roths& Goddard,
2003), and so forth. Zhang and L ee outline several fundamental issueswith wirelessad
hoc networksfor intrusion detection and they proposean architectureinwhich all nodes
act asindependent | DS sensor and can act independently or cooperatively (Zhang & Lee,
2000). Kachirski and Guha propose a distributed intrusion detection system for ad hoc
wirelessnetworksbased on mobile agent technology (Kachirski & Guha, 2003). Anjum,
Subhadrabandhu and Sarkar consider the signature detection technique and investigate
the ability of various routing protocolsto facilitate intrusion detection when the attack
signaturesare completely known (Anjum, Subhadrabandhu & Sarkar, 2003). They show
that reactive ad hoc routing protocol ssuffer from aseriousproblem duetowhichit might
be difficult to detect intrusions even in the absence of mobility. Mobility makes the
problem of detecting intruders harder.

Notare et al. (Notare et al., 2000) present an intrusion detection system in wireless
communication networks, and propose adding more security servicesin order to avoid
specificviolations, in particular cloning mobile phones. Their main approachtoidentify
fraud callsisto classify the mobile phone users into a set of groups according to their
logfilesinwhichall relevant characteristicsthat identify the usersarestored, for example
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where, at what time, and fromwherethe callsweremade, and so forth. Samfat and Molva
(Samfat & Molva, 1997) propose anintrusion detection architecturefor mobilenetworks
(IDAMN) in which the normal user’s normal behavior profile (e.g. velocity, place) or
signatureisbuilt up and intrusion detection can be performedinthevisited location and
within the duration of atypical call.

Vulnerability Analysis of Wireless Networks

Vulnerability Analysis of WLAN

The current 802.11 standard defines two security protocols: shared key authentication
was designed to provide secure access control, and WEP encryption was designed to
provide confidentiality. The SSID and station MAC addresses are transmitted in the
clear, they do not provide any meaningful security, and aretrivially bypassed. Thereare
several security issueswith these protocols. Most importantly, WEP and shared key are
optional, and turned off by default in Access Points. The 802.11 signal can travel
surprisingly large distancesfrom the access point, allowing the hackersto connect from
outsidethebuilding, such asfromaparkinglot, or fromthestreet. If, asisoften thecase,
thewireless network is connected directly to acorporate intranet, thisgivesthe hackers
direct access to the intranet, bypassing any Internet boundary firewalls. In addition,
wireless network operating in ad hoc modeintroduces some new security problemsthat
includethefollowing: easy theft of nodes, vulnerability to tampering, limited computa-
tional abilities, battery powered operation and transient nature of services and devices,
and so forth.

Herelet's give afast look at general attacksto WLAN and possible countermeasures.
Generally there are several kinds of attacks, asfollows:

i Sniffing. Network Stumbler (IEEE 802.11 sniffer, free for Windows platform,
Ministumbler for PDA supported by WinCE, and Kismet for Unix) can be applied
to sniff nearby AP, show ESSID, and measurethe strength of signal whether WEP
is used or not. In order to prevent being sniffed the session should be encrypted
anywhere, and secure shell (SSH), not telnet, secure copy (SCP) or FTP should be
applied. In addition, broadcast function should be closed and unauthorized users
should be refused. We hope TKIP (temporal key integrity protocol) will remove
these problems.

i Spoofing and unauthorized access. Once the attacker knows primitive plain text
and encrypted text, he or she may create mendacious message because he/she can
easily crack the encryption key used to encrypt the response message. I n addition,
he or she can also forge MAC address. In order to overcome this problem
authentication is needed, such as RADIUS (remote authentication dial-in user
service).

i Network hijack. Hacker may pretend to be a host, and give response for aknown
host so that correspondence information can be obtained. It can also pretend to
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be arogue AP and obtain useful information of mobile stations. To decrease the
probability with which a network is hijacked we can configure static MAC/IP
address, check the ARP (address resolution protocol) request, authenticate the
user identity by RADIUS, and set up dynamical firewalls.

i DOS/Flooding attack. Theseattackscanincur frequency conflict andinterference
toauseful signal. Inanother way large numbersof illegal identitiesauthentication
arerequested. Theresult that comeswith thisisthat alegal user cannot utilize the
networks. To reduce the influence of DOS/flooding attack all signalsin wireless
network must be monitored (e.g. using Netstumbler) so that related methods such
as changing the frequency channel can be done immediately.

Fromtheforegoing analysisresults, combining VPN (virtual private network) technol ogy
with WLAN isagood choice. IPsec in VPN can be applied to prevent data from being
sniffed and analyzed, and to avoid the attacks based on security holes of the WEP
algorithm. In addition, tunneling technology and subscriber authentication can further
decrease the security risk of WLAN.

Vulnerability Analysis of Cellular Networks

Problems with GSM security include (Gadaix, 2001): only provides access security;
communications and signaling traffic in the fixed network are not protected; does not
address active attacks, whereby some network elements (e.g. BTS: base station) can be
modified to implement attacks; only as secure as the fixed networks to which they
connect; lawful interception only considered as an afterthought; terminal identity
cannot be trusted; difficult to upgrade the cryptographic mechanisms; and lack of user
visihility (e.g., does not know if encrypted or not). The attacks on GSM networks may
include(Gadaix, 2001):

i Eavesdropping. This is the capability that the intruder can eavesdrop signaling
and data connections associated with other users. The required equipment is a
modifiedMS.

i Impersonation of a user. This is the capability whereby the intruder sends
signaling and/or user datato the network, inan attempt to makethenetwork believe
that they originatefromthetarget user. Therequired equipmentisagainamodified
MS.

i Imper sonation of the network. Thisis the capability whereby the intruder sends
signaling and/or user datato the target user, in an attempt to make the target user
believethey originatefromagenuinenetwork. Therequired equipmentismodified
BTS.

i Man-in-the-middle. This is the capability whereby the intruder puts itself in
between the target user and a genuine network and has the ability to eavesdrop,
modify, delete, re-order, replay, and spoof signaling and user data messages
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exchanged between the two parties. The required equipment is modified BTSin
conjunction withamodified MS.

i Compromising authentication vectors in the network. The intruder possesses a
compromised authentication vector, which may include challenge/responsepairs,
cipher keysandintegrity keys. Thisdatamay have been obtained by compromising
network nodes or by intercepting signaling messages on network links.

ComparedwithGSM, 3G provide somechangesfor secure networks. A changewasmade
to defeat the false base station attack. The security mechanisms include a sequence
number that ensuresthat the mobile canidentify the network; key lengthswereincreased
to allow for the possibility of stronger algorithms for encryption and integrity; mecha-
nismswereincluded to support security within and between networks; security isbased
within the switch rather than the base station asin GSM. Therefore links are protected
between the base station and switch; integrity mechanisms for the terminal identity
(IMEI) have been designed in from the start, rather than that introduced late into GSM.
Although in 3G systems new authentication and encryption techniques are devel oped,
hackers or attackers will search weakness continuously. There is no absolutely secure
system.

WAP Gap and Security Holesin WTLS

Though WTLS is supposed to provide privacy, data integrity and authentication for
WAP, thereare somepotential security problemsinit (Mao, Hui & Williams, 2003). The
WTL S supports a40-hit XOR MAC, which works by padding the message with zeros,
dividing it into 5-byte blocks and xoring these blockstogether. Infact, XOR MAC may
be unable to provide the message integrity protection if stream ciphers are used,
regardless of the key length. Some of the alert messages used in the protocol are sent
in plaintext. An attacker may replace an encrypted datagram with an unauthenticated
plaintext alert message with the same sequence number without being detected. There
are other security flawsin WTLS such as a chosen plaintext attack, a message forgery
attack, and so forth. A sufficient security level is always a compromise between the
usability and the strength of the used encryption method. Since WTLS has been
developed to support a very wide range of mobile devices, the weakest device cannot
support heavy encryption because of the limitations of CPU, memory and bandwidth
resources. There isno point in using over 50% of the limited resources for encryption
and decryption. For WTLS, the security level is always a trade-off with the usage of
limited resources.

WAP 2.0 uses TLS instead of WTLS due to requiring end-to-end security with all-1P
based technology in order to overcome the WAP gateway security breaches. WAP 2.0
overcomesthisproblem by using TL Stunneling to support end-to-end security. Current
WIM supports TL S client authentication, and ongoing work to define support for TLS
session handling in WIM. The user’s key pairs and certificates/certificate ids can be
stored in WIM. In addition, WIM also has optional cryptographic functions.
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We should collect new information about related m-commerce component such as
operation system software, encryption algorithm, authentication scheme, and so forth.
New leakages or weakness can be reported, which need to be upgraded, patched, or
replaced. With new protocols and new techniques continuously occurring, the success
probability of attackersisdecreasing, but therisk will always exist. Special guidelines
for security management must be built in any network environment.

Aswired electronic commerce, the possiblethreats frominside areimportant problems
inwireless networks. In m-commerce platform, database server must be separated with
internal networks and internal firewall should be set up. Web servers and data servers
with important data, for example order, customer information, transaction, key, and
sensitive information, must be scanned frequently. User identities and passwords
should be controlled using special rules. Especially important files and logs should be
checked carefully against internal attacks. For internal attacks, detailed and normative
security guidelines are necessary.

Distributed WID& VA System

Based on the foregoing discusseswewill present anew wirelessintrusion detection and
vulnerability analysissystem for m-commerce platforms. Thedistributed architectureis
adopted in the proposed system. There are two main components. one is remote
monitoring station (RM S), and the other iswirel essintrusi on detection and vul nerability
analysis center (WID& VA center). The two components have special communication
modul es to exchange data and control message, as shown in Figure 1.

Remote monitoring station, asshownin Figure 2, worksin thewirel essaccess networks,
key nodes, or internal networks of companies, and so forth. That isto say, all the nodes
and links, through which data are generated during m-commerce applications, are the
objectsthat need to be monitored. RM S can bedeployed on WLAN inahotel, company,
hospital, or school, and so forth. In this scenario, data pre-processing, intrusion
detection engine, rules bases generation and maintenance, and local decision engine
operate on a mobile station or wired computer connected with access point or base
station. Wesuggest that datamining, artificial immune, and genetic algorithm should be

Figure 1. Distributed wireless intrusion detection & vulnerability analysis system
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Figure 2. Remote monitoring station
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applied. Of course other methods can also be used. In data mining, classification,
clustering, association rule mining, and sequential pattern mining are mainly adopted.

The data collection schedule is the important part in WID& VA system. As shown in
Figure 3, more data need to be collected than wired IDS. Event logs from the terminals
inclient end (e.g., mobileterminalsor portable PCs, PDAS.), accessing and forwarding
nodes, or the Web servers and database server in server end are transported to a local
detection computer. This process might need to load probe software/program on them.
The distribution of wireless signal, especially strongest and weakest places, is more
important datafor seeking potential attacks. L ocationinformation (the environment and
structure of building) can help to determine the place of the intruders. If necessary all
packets can be captured by amobile station with special software or by the access point
(or basestation). In addition, somedatacan be obtai ned by active measurement or probe,
for example delay, packet loss, and so forth. The research results on wireless network
measurement (includesvisiting network management information base) and analysiscan
be directly applied to WID& VA system. Moreover, the interference measurement is
another important content. In GSM, logs file and message stored in MSC (mobile
switching center), HLR (homelocationregister), VLR (visitinglocationregister) and AC
(authentication center) is very important to detect accuracy and efficiency. In 2.5/3G
mobile communication systems, with the convergenceof cellular networksand computer
networks, occurrence of smart phone and adoption of | Ptechnology in corenetwork, the
method of data collection used in wired networks can also be applied.

In addition, in order to countermeasure for low-tech fraud such as call forwarding to
premium rate numbers, bogus registration details, roaming fraud, terminal theft, and
multipleforwarding, fraud management systemsshouldlook for (Gadaix, 2001): multiple
calls at the same time, large variations in revenue being paid to other parties, large
variationsin the duration of calls, such asvery short or long calls, changesin customer
usage, perhaps indicating that a mobile has been stolen or is being abused, and
monitoring the usage of a customer closely during a“probationary period”.
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Figure 3. Data collection in cellular networks/WLAN/WPAN
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Because a complete m-commerce transaction may cross several networks operated by
different services providers, the results obtained by different RM S must be analyzed as
awhole. So another main componentisdistributed WID& V A center, asshowninFigure
4. It receives the detection results and necessary datathat come from other RMS. Then
final result can be obtained. The datamining, artificial immune, and genetic algorithms
arealso appliedinthecenter. Accordingtotheglobal decisionengine, therelated alarms
are transmitted to system administrators, the results are recorded in system logs and
detailed reports can also be generated. In order to reduce the loss produced by success
intrusion, immediate responseis required.

Both RMS and WID& VA center can initiate a vulnerability assessment. The analysis
result obtained by each RM S can be gathered and afinal assessment conclusion made.

Figure 4. Distributed WID& VA center
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Conclusion and Future Trends

Although more hardened base stations and mobile terminals, better encryption algo-
rithms and authentication schemeswill be designed, IDS and vulnerability analysisare
still needed. And more methods and technol ogies of intrusion detection and vul nerabil -
ity analysisappliedinwired networkscan beextended to m-commerce platforms. Biol ogy
technol ogies, intelligence computing, machining-learning, and so forth can al so beused
to smart wireless devices; for example voice verification can be applied to identify
unauthorized using.

Intrusion detection is not limited in wireless networks infrastructure; higher-layer
application such as Web services, data services, and even transaction content, can also
provide useful information about awicked break-in or intrusion. And with the devel op-
ment of wireless networks, intrusion detection systems will combine the wireless
intrusion detection with wired intrusion detection. Another important direction is that
intrusion detection component may be integrated in wireless infrastructure before m-
commerce application begins.

Thereisacombat between I PS (intrusion prevention system) and IDS. Some think |PS
is enough for network security and suggest that IDS should be replaced by IPS. NFR
Security Inc. suggests that intelligent intrusion management (I11M) represents the next
generation of intrusi on detection and prevention technology that will addressprevailing
issuesof current generation products (Y ee, 2003). Itstechnical framework encompasses
threefundamental areas— smart detection, advanced management, and trusted preven-
tion. Smart detection advancesthe current detection technology by employing ahybrid
detection model that incorporates a combination of pattern matching signatures, proto-
col anomaly detection, and statistically based heuristics. Theintelligent mapping layer
providesenterprise context for making decisionsonthenatureand rel evance of an attack.
The net effect is the dramatic reduction of false positives and earlier detection of true
attacks. Advanced management incorporates facilities for simplified deployment such
as bootable appliances, “lights out” remote installation/update, and single point man-
agement control. It also offersfine-grained control over alert management and visualiza-
tionfacilities. Trusted prevention eliminatesthe concernsof current generation preven-
tion technology by utilizing a multi-dimensional model for prevention that allows a
graceful transition to intrusion prevention with detection facilities offered by 11M to
prevent malicioustraffic. AsthellM learning system gainsabaseline of trusted detection
parameters, the user may migrate to an inline appliance model. The combination of
detection with prevention is a good way by which the results that come from success
attacks can be greatly decreased, and intrusions may be alarmed or avoided at an earlier
time.

With the development of m-commerce, new challenges will be encountered continu-
ously. Purely dependence on known encryption, authentication, authorization, audit
mechanism is not enough to stop the intruders. Intrusion detection and vulnerability
analysiswill still beimportant for along time.
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Chapter |V

A SecureAuthentication
| nfrastructurefor
MobileUsers

Gregorv. Bochmann, University of Ottawa, Canada

Eric Zhen Zhang, University of Ottawa, Canada

Abstract

The requirements for an authentication infrastructure for electronic commerce are
explained by identifying the partners involved in e-commerce transactions and the
trust relationshipsrequired. Related security requirements are al so explained, such as
authentication, access rights, payment credentials, anonymity (in certain cases), and
privacy and integrity of message exchanges. Then several general authentication
schemes and specific protocols are reviewed and their suitability for mobile usersis
discussed. Finally, an improved authentication protocol is presented which can
provide trust relationships for mobile e-commerce users. Its analysis and comparison
with other proposed authentication protocols indicate that it is a good candidate for
use in the context of mobile e-commerce.
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| ntroduction

With the introduction of the World Wide Web, electronic commerce has begun to
enhancethetraditional commerce practiceinthe exchange of merchandiseandinforma-
tion. Recently, the emergence of wireless networks and mobile devices has introduced
further commodities for using telecommunication services and electronic commerce
transactions on the go. M obile commerce may be defined asthe exchange or buying and
selling of commodities, servicesor information onthelnternet through the use of mobile
handheld devices. However, inthischapter wetakealittlelarger view of mobilecommerce
by including the notion of “mobile users,” which meansthat the user may beinaforeign
country, in an unusual environment and may use, for the electronic commerce session,
any device that happens to be available, for instance a workstation in a hotel business
lounge or the handheld device belonging to afriend.

While many aspects of mobile commerce are identical to the same aspects of normal
electronic commerce, in general, there are certain aspects that are specific to mobile
commerce. These aspectsare either related to the limitations of handheld devices, such
as(a) thelimited computation power of most handheld devicesrelated to CPU power and
battery lifeand (b) certain limitations of the communication bandwidth, which depends
on the particular wireless networking technology in use, or related to the notion of
“mobile users,” such as (c) the security implications of using unknown ad hoc devices
that are locally available and (d) the fact that the user may need to be authenticated by
aforeign organization that provides network access facilities and other serviceswithin
the foreign domain where the user temporarily resides.

In this chapter, we principally deal with the problem of user authentication and the
establishment of trust relationships between the different parties involved in an elec-
tronic commercetransaction. Inthiscontext, weconsider specifically theaspects(c) and
(d) abovewhich are specifictomobilecommerce. To alesser degreeweareal so concerned
with aspect (a) and (b).

In second section, we explain the requirements for an authentication infrastructure for
electronic commerce by identifying the partnersthat are typically involved in transac-
tions and the trust relationships that are required. We also describe the security
requirements, such asauthentication, accessrights, payment credential's, anonymity (in
certain cases), as well as the traditional requirements such as privacy and integrity of
message exchange. Then wereview in the third section first the three general schemes
for authentication, namely authentication based on a shared key, on public/private key
pair, and on biometric information. After thisintroduction, we review certain authenti-
cation protocolsthat are currently in use or proposed, and discuss their applicability to
el ectronic commerce applications and in particular to the requirements of mobile users
asidentified by points (c) and (d) above.

In the fourth section, we then propose a secure authentication protocol for mobile user
that (1) combines ease of password-based authentication with the power of public key
technology, (2) can be executed on an ad hoc device that happensto be availablein the
environment of themobileuser, and (3) providesauthentication support for (i) thenormal
electronic commerce transactions, (ii) for obtaining the necessary transmission re-
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sourcesfromthelocal Internet serviceprovider (1SP) (e.g., toview ahigh-quality video
from somegiven video-on-demand server), and (iii) for authenticationto arbitrary third
parties (e.g., for a secure IP-telephone conversation). The protocol is based on a
password-based user identification procedure performed by the authentication author-
ity wherethe user isregistered, and also involves an agent of the foreign domain where
themaobileuser isvisiting. The use of public key technology islimited in order to satisfy
the limitations of handheld devices concerning computing power and battery life.

Webelievethat the authentication protocol described and analyzed in thefourth section
contains a number of interesting features that make it suitable as an alternative to the
other authentication protocol sthat can be used for mobilecommerce, asexplainedinthe
conclusions.

Requirements for
Authentication Infrastructure

In order to discuss the requirements for authentication in mobile e-commerce applica-
tions, we start with the presentation of atypical application scenario. We then identify
specificrolesplayed by the different partiesinvol ved and discussthe trust rel ationships
between the parties and other security requirements.

Example Scenario

We consider thefollowing scenario of amobileuser of e-commercefacilities: Bob hasa
subscription to an e-learning coursewith company Teach-Inc. Now Bobison abusiness
trip in a hotel in Paris and uses a rented portable computer in his hotel room to study
another chapter of the subscribed course. Then he checks the balance of his personal
account at his Bank in Canada and buys some food for delivery from the nearby Paris-
Bistrorestaurant. The next day, hetravelsthrough Paris. After an | P-tel ephone conver-
sation with hisfriend Alice using his handheld PDA/phone through awirel ess I nternet
connection available in a shopping center, he decides to do some money transfer from
his Montreal account using the same PDA device. Then he uses the PDA to watch an
adult movie from an Internet video store.

Generic Roles in E-Commerce

In order to clarify the discussion of security requirements, wefirst try in the following
toidentify the major parties and their roles within the e-commerce environment from a
generic point of view. We identify the following basic roles:
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1  User: Thisisthe person (or agent) that takes initiatives for e-commerce transac-
tions. In the context of mobile e-commerce, it istypically a person on the move,
using amobileterminal, such asaPDA or mobile phone, or afixed terminal thatis
publicly availableor belongstothird parties(e.g., avisited friend) notinvolvedin
the transaction. In our scenario, Bob is the user.

2 Serviceprovider: Thisisan organization or a person that provides a service that
the user is interested in. It includes the computer through which the service is
effectively provided. In many cases, the service transaction also involves real
goods, such asthe delivered food in our example. The service may involve afee
to be paid by the user, or may be freely available. Examples of service providesin
our exampleare: the Teach-1nc company, therestaurant, the bank, the video store,
and the long-distance telephone company used for the telephone call with Alice.

3. Network access provider: Thisis the organization that provides network access
to the mobile user. Although this may be considered a service provider, we
distinguish thisrole because of the special role of the network access service and
the related security requirements (to be discussed below). Unlike other service
providers, the network service provider either provides free service for all users,
asfor instancethewirelessInternet serviceprovider inthe shopping center, or will
provide at least initial free accessto any new user to allow his/her identification
and/or establishment of payment procedure.

4. Third parties. These are other persons or organizations that participate in the
transaction initiated by the user. For instance, if we consider the telephone
conversation of Bobwith Aliceasatransaction, Aliceplaystheroleof athird party.

Inaddition, therearecertain partiesthat play therol e of providing appropriatereferences
about the user. We can identify the following reference roles:

1  Creditreference: Thisisaroletypically played by acredit or debit card organiza-
tion. For example, Bob may useacredit card or some equivalent electronicversion
as payment instrument for his transactions with the restaurant or the video store.

2 Authentication authority: This could be an authority that attests that the person
inour scenarioisBob XY Z that livesin Ottawaat 300 Stewart Street, or an authority
that attests Bob’ sageto allow him the viewing of an adult movie. Thisroleisalso
played by the government of Canada when it emits Bob’s passport, which is
required for the visit to Paris.

Various Trust Relationships

Depending on the particular e-commerce application, different trust relationships are
required between the different parties involved. Based on our example scenario, we
identify the following most important relationships between the generic roles:
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Authentication

Applicationsthat involve personal dataof the user require the authentication of the user
by theserviceprovider. Inversely, the user usually also wantsto authenticatethe service
provider so that he/she could be assured that he/sheisdealing with atrustworthy party.
Furthermore the transaction may involve the exposure of additional personal informa-
tion. Thisisthe case when Bob accesses his banking service. Mutual authenticationis
usually also required between the user and any third party, especially in the case of a
communication service. An exampleisthetelephone call between Bob and Alice.

AccessRights

Many e-commerce services could in principle be provided to anonymous users; that is,
the service provider doesnot need to authenticatethe user. For instance, Teach-Inc does
not really carewhether it isBob that accessesthe e-learning course, aslong it isassured
that the user has obtained the access rights to the course (through some previous
transaction in which some access permit woul d have been established, probably against
payment). Another exampleisBob’sviewing of avideo; herethe service provider must
satisfy the policy that adult movies can only be seen by usersof acertain age. In Canada,
theuser’ sdriver’ slicenseistypically used asareferencefor checking theageof aperson.
For e-commerce purposes, apublic key authentication certificate may alsoinclude such
information.

Payment Credentials

Payment is an essential part of the e-commerce framework. Payment methods can be
classified into cash-based methods and methods based on payment credentials, such as
credit and debit cards. Thelatter payment methodsinvolveacreditinstitution asathird
party that asserts that the service provider will be paid the amount due as long as this
amount iswithintheuser’ scredit limit. All transactionsin our examplescenarioinvolve
payment, except for the viewing of the online course for which the access rights were
obtained through an earlier transaction during which Bob subscribed to the particular
course. Payment may also beinvolved for the use of communication services, including
network access, unless this serviceis provided free of charge.

Other Security Requirements

In addition to authentication, access control and payment credential s discussed above,
e-commerce applications often have other security requirements, such asthefollowing:
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Privacy of Communication

The communication between the user and the service provider, and possibly the other
parties participating in the transaction, should remain private, that is, should be
protected from leaking out to other parties not involved in the transaction. Sometimes,
certain information should only be availableto specific partiesin the transaction, asfor
instanceinthe SET protocol for el ectronic credit/debit card payment, wherethestorewill
see the details of the goods purchased by the user, but not the credit institution.

Integrity of Message Exchanges

Message integrity ensures that messages exchanged between the partiesinvolved in a
transaction are not changed during transmission either through transmission errors or
intruders.

Verifiable Sgnatures

Signed messages or documents are required in case of important transactions. The
signature by user A of agiven message becomessignificant if thesignatureisverifiable
in the following sense: The receiver of the message can verify that the message was
signed by user A, and the user cannot repudiate the signing of the message; that is, a
third party playing therole of an arbiter may be able to determine whether it was user A
that signed the message or some other person.

Anonymity

Asmentioned above, many servicescouldin principle be provided to anonymous users.
In certain situations, anonymity becomesauser preference or requirement. For instance,
in many situationsthe user does not want any other person to know that he/sheisbuying
certain goods. In other situations, the user may not want to be recognized, or the user
wants his or her presence in the particular geographical areato remain secret. In order
toallow ananonymoususer to participatein e-commerceapplications, itisneverthel ess
requiredtoverify accessrightsor payment credentials. Itisthereforeimportant that these
references can be provided without interfering with the user’ s anonymity.

Review of Authentication Methods

In this section we discuss authentication methods and protocols, and how they could
be used for mobileapplications. Beforereviewing existing authentication protocols, we
briefly present the major generic approachesto authentication. Finally, we discusssome
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commonissues, such asthe need for an authentication authority for mobile usersgetting
involved in new relationships, and the need for trusting the software in the devices that
the mobile user may happen to use.

Generic Approaches to Authentication

Generally, authentication is accomplished through a sharing secret between user and
authentication server. The server could be a stand-along workstation that is in charge
of authentication or amodule integrated into amulti-functional server. Interms of type
of shared secrete, the authentication methods can be catal oged into three sub-catal ogs:
symmetric authentication, asymmetric authentication and biometrics authentication.

Authentication Based on a Shared Secret

Also called symmetric authentication, this approach to authentication is based on a
secret key that isshared among two partiesor more. Typically, these partiesare the user
and a service provider. Basically, mutual authentication is realized between the two
parties by the exchange of messages that are encrypted by a symmetric encryption
algorithm using the shared secret as the key. By decrypting the message with the same
key, the other party can verify that the sender isin possession of the secret key. If the
key is not exposed, correct authentication is assured. The common password authenti-
cation schemes currently used by most servers are based on this principle.

Themajor challenge of thisapproachiskey management, especially key distributionand
the strength of thekey. Theapproachissuitablefor centralized systemswhereacentral
server each potential users. Key distributionisaccomplished whentheuser first registers
him/herself at the central server. Although applying the same key for message encryp-
tion/decryption repeatedly increasesthe possibility of breaking the key, the strength of
the key could be improved by changing the password periodically based on pre-built
agreements between the user and the server.

Authentication Based on Public Keys

Also called asymmetric authentication, this approach is based on a public/private key
pair. Authentication is based on the possession of the private key, and the other parties
in the transaction would use the public key for encrypting or decrypting messages. A
public/private key pair provides for the authentication of the party having the private
key; for theauthentication of the other party, another private/publickey pairisrequired.
For instance, a server could authenticate a user by sending some random number
encrypted by the public key of the user, which could only be decrypted using the private
key; the user should then return the decrypted random number to the server as proof of
his or her identity.

Public/private key technology also provides for verifiable signatures. Normally, the
message to be signed is hashed and the hash value is encrypted with the private key,
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which results in the signature that is sent together with the original message. By
decrypting thesignaturewiththe public key and comparing theresult withthe hash value
of the received message, the recipient of the message verifies the signature. This
verification can be performed by any party having received the message and the
signature. Sinceonly the sender hasacopy of the privatekey, he or she cannot repudiate
the signing of the message.

In order to provide reliable information about the public keys of various users and
organizations, apublic key infrastructure (PK1) is provided, which consists of acollec-
tion of authentication authoritiesthat give out signed authentication certificates, which
include the public key of the user or service provider together with certain attributes,
such as the name and possibly the address, employment, age, and so forth.

Authentication Based on Biometric I nformation

Instead of creating big random numbersthat serve asshared or private/public keys, this
approach is based on biometric information that is characteristic of the user. Examples
are of such information are fingerprints, eyeball scans and DNA recognition. This
authentication approach cannot be used for authenticating organizations. Like the
shared key in the case of symmetric authentication, the biometric information of the
registered users is stored in the database of a central server that represents the
authentication authority. Authentication is performed by reading again the biometric
information on the individual and comparing the result with the value stored in the
database.

Discussion

Thepublic/privatekey approach to authenticationisbasically much moresuitablefor e-
commerce applications because, once a user is registered with an authentication
authority based on PK, he/she can be authenticated by any other party without any pre-
established relationship. In contrast, shared key and biometric authentication requires
apre-established relationship with the party by whom the user wants to be recognized.
In addition, the public/private key approach provides at the same time for verifiable
signatures, which are very important for many e-commerce application.

Unfortunately, the algorithms performing public/private key encryption are much less
efficient that shared-key encryption algorithms. Thisisof concernfor mobiledevicesthat
usually havelower CPU power and battery limitations. Thereforeoneusually triestolimit
the use of public/private key technology for mobile devices as much as possible.

Another issueisthe secure storage of the private key. The public/private keysare much
longer than password and cannot be remembered by the human user. Thereforethey must
be stored in computer-readable form and only be accessible and usabl e by the user that
ownsit. Inthe case of mobilecommerce, thekey may either bestoredinapersonal mobile
device (PDA or mobile phone) belonging to the user, orinasmall card (e.g., smart card,
SIM card or SD memory card) readable by the device used by the user.
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Existing Security Protocols

Wementioninthissectionanumber of security protocol sthat could be applied for mobile
commerce applications and shortly discuss their benefits and limitations.

Radius

The Radius mechanism using CHAP (challenge handshake authentication protocol)
(Simpson, 1996) is widely used by Internet service providers to give point-to-point
protocol accesswithmobility (Abdel Aziz, 2000). Theexampleshown bel ow indicatesthat
this kind of protocol is not compatible with our mobile commerce requirements. The
Radius-CHAP message exchanges are presented in Figure 1. The protocol uses a
challenge value CV. K is a key shared by the network access server (NAS) and the
authentication authority, called Radius Server.

Theuser first communicateswiththe NASto begiven achallenge value. The user gives
theanswer (res) that isforwarded by the NASto the Radius server. Thelatter checksthe
validity of res. The authentication answer isincluded in the reply.

The NAS and the Radius server are supposed to know and to trust each other. And the
link between them is supposed to be secure. Anonymity cannot be provided with this
scheme. Moreover, the NAS generates the random challenge value CV and sendsiit to
the user in plaintext along withaCHAP identifier (called ‘msglD’ inthefigure), which
allows attackers to perform a chosen plaintext attack by guessing the password to
calculate H(pwd, msglD, CV) and comparing the result with the value ‘res’ included in
themessage. Radiuswasdesigned for centralized network infrastructureand fail sto meet
the requirement for mobile users.

Figure 1. RADIUS-CHAP message exchange
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Figure 2. Getting and using Initial Ticket (Kohl, Neuman & Tso, 1994)
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Kerberos

Likein the case of Radius, Kerberos uses a centralized authentication server where the
shared password of the user is stored. This server plays the role of a centralized key
distribution center (KDC) toassistinkey management (Steiner, Neuman & Schiller, 1988).
A ticket or authenticator is issued by the authentication server to the user for service
access control as shown in Figure 2.

The ticket will be used to authenticate the user at the server providing the service and
to generate a sub-session key. Anonymity cannot be provided since the client has to
send out his’her identity aswell asrequired servicesinclear tothe KDC. Thisinformation
is sent unencrypted and could be listened to by any third party sitting on the commu-
nication path.

The major challenge Kerberos facesisthe first message exchange between clients and
the KDC. In the scenario above, when Bob comes to the shopping center, he has no
knowledge about the KDC. How could he make sure that the KDC hetalksto isareal
trustable KDCinstead of afakeonesittinginthemiddleand trying to damage?Moreover,
since Bob isaforeign user for the KDC in Paris, how could a secret key be distributed
between them prior to authentication? While Kerberos has the function of providing a
ticket for servicesinaforeign domain, thismechanismisimpractical, especially whenthe
user’svisit is unpredictable.

SSL

SSL standsfor Secure Sockets Layer and isrenamed by IETF as TL S (ftp://ftp.isi.edu/
in-notes/rfc2246.txt) (Transport Layer Security). Originally developed by Netscape,
SSL is especially used by Web browsers to provide authentication and privacy for
sensitive Web applications. SSL contains various options for authentication including
several versions of public/private key authentication. The protocol also provides for a
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fresh shared session key that can be used for encrypting the messages exchanged over
the session.

XML Security Extensions

Security Assertion Markup Language (SAML) (http://www.xmltrustcenter.org/saml/
docs/draft-sstc-core-12-final.pdf) is the first industry standard for enabling secure e-
commerce transactions through the eXtensible Markup Language (XML). Independent
of any particular platform, SAML enables companiesto securely exchange authentica-
tion and authorization information with customers, vendors and suppliers, while the
XML Key Management Specification (XKMS) (http: //www.verisign.com/resour ces/gd/
xml/xkms/xkmsv1-1.pdf) efficiently managesdigital signaturesand encryption. A supple-
ment, XML Pay (http://www.verisign.con/resour ces/gd/xml/xmlpay/xmlpay.pdf), pro-
vides further facilities for payment transactions to build trust-supported B2B and B2C
e-commerce.

Smart Cards and SIM Card

Many types of smart cards and the SIM card used with mobile phones contain an
authentication certificate including the public key of the user (owner of the card) and
some attributes (e.g., user name) and the associated private key. For security reasons,
the private key will never be communicated through the card reader interface. Instead,
any message to be encrypted or decrypted with the private key istransferred to the card
and the result of the operation isreturned to the card reader. Thus, any device that can
interface with the card could perform an authentication handshake with aremote party
through which the owner of the card would be identified as the user.

Other Protocols

SSH (http://www.ieft.org/ids.by.wg/secsh.html) is a protocol that provides secure
access over insecure channelsto remote server computers, including file transfer and a
command lineinterpreter. Two versionsof theprotocol areavailable. SSH1 providesboth
server and user authentication, while SSH2 only provides user authentication, but it is
moresecure. TheDiffieHellman Algorithm (http: //www.r sasecurity.com/r sal abs/faq/3-
6-1.html) is used to negotiate a shared secret key.

SHTTPwasdesigned to secureonly HTML (Hypertext Markup Language) Web pages.
Server and client preferences and security constraint are negotiated for each Web page
or set of pages. The client-side public key certificates are optional, “as it supports
symmetric key-only operation mode” (http: //www.ietf.or g/proceedings/99jul/I-D/dr aft-
ietf-wts-shttp-06.txt).

Therearealso extensionsof thel P protocol for mobility (Glasset al., 2000) and security
(http: //www.ietf.org/html.charters/ipsec-charter.html); however, the security frame-
work at theIPlevel isnot very useful for mobile commerce applications.
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Discussion of the Requirements for Mobile Commer ce

Comparing the authentication and other security requirements for mobile commerce
discussed in the second section with the authentication methods described above, we
come to the following conclusions:

1  Thepublic/privatekey technology isthe preferred method for authentication since
it only requires the registration of the user with a single authentication authority
and allowsauthenticationto third partieswithout any pre-established rel ationship.
It also provides a simple scheme for signatures.

2 Thepublic/private key technology utilizes some form of PKI which consists of a
collectionof registration authoritiesthat provide signed publickey certificatesthat
contain the public key of a user together with certain user attributes.

3 In addition, commerce applications require other forms of references, such as
payment credentials and other kinds of certification, such as proof of age, proof
of competence, and so forth. Similar to public key certificates, such references
could also be provided in the form of signed documents that contain just the
necessary information, signed by an appropriate certification agency. For in-
stance, acredit credential would be signed by abank. In an extreme case, when the
user wants to remain anonymous, the credit credential destined for a network
access provider in a foreign domain may contain the following information:
” Communication charges up to an amount of 10$ will be covered for the current
user.” (Seethefourth section for amore detailed example.)

4. Among the existing authentication protocols, SSL and smart cards appear to be
most interesting for mobile commerce; however, they do not provide support for
payment credential sand other referencesfor usersthat want to remain anonymous.

Concept of a Home Directory

We have seen in the earlier subsections that, whatever the authentication scheme
chosen, each user hasto register in at |east one authentication authority. In our work on
quality of servicemanagement for distributed multimediaapplicationsand mobile users
(El-Khatib, Hadibi & Bochmann, 2003), weidentified theneed for what wecalleda“ home
directory” wherethe user profileand preferencesare stored. Inthe case of | Ptelephony,
the home directory would also play the role of the user’s proxy agent; that is, it would
be the place to where incoming communication requests would be sent, since the user
profilewould containinformation about the devicethrough which the user (who may be
on the move) would accept such arequest at the given time.

We note that such a home directory may also include user preferences concerning
commerce applications. It may also be sensibleto combine such ahome directory with
the function of the authentication authority mentioned above.
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Need for Trusted Software

One of the difficulties with mobile commerceisthe fact that the user may use adevice
thatislocally available, likefor examplethe portable computer Bob rented fromthehotel.
In such a case, there is the problem of trusting the software running on that device.
Trusting software, in general, is problematic. Asearly as 1984, Ken Thompson stated,
“Y ou can't trust codethat you did not totally create yourself” (Thompson, 1984). Inthe
caseof thesoftwareresidinginadevicelocally available, we could normally assumethat
it containsstandard software; however, itisnot excluded that, for instance, the previous
user inserted apiece of code performing someextratasks, such asrecording all activities
of the subsequent users and sending a log of these activitiesto a given destination for
espionage, for instance. If the device contains asmart card interface and the smart card
is used by the user, the malicious software may also send additional encoding and
decoding commandsto the smart card as part of afaketransaction with somethird party
without the knowledge of the legitimate user.

It isdifficult to systematically exclude these possibilities of fraud. One way to reduce
these risksisto download certified software from trusted service providers. However,
the fraudulent software operating system that performs the download and verification
of thecertification may download afraudul ent software version from some other source
and present to the user awindow that (falsely) attests to the successful checking of the
certification. It appears that we can only hope that such things would occur only very
infrequently.

Passwor d-Based Authentication
for Mobile Users with Support
for Public Key Technology

In the following, we describe a new authentication protocol for mobile userswhich is
based on a secret password shared between the user and the authentication authority
and supports the creation of a new public/private key pair for which the authority
providesan authentication certificate and the private key isstored in the device the user
happens to use at that time. After providing an architectural overview and describing
how the protocol would be used, we provide a detailed description of the protocol,
discuss its properties, analyze its robustness against security attacks and discuss
possible design choices for the detailed definition of the protocol.

Architecture Overview and Design Objectives

Let us consider part of the usage scenario described in the second section: While Bob
ison abusinesstrip in Paris, he has an | P-telephone conversation with hisfriend Alice
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using his handheld PDA/phone through awireless Internet connection which is avail-
ableinashopping mall provided by athird party, say France Telecom. We may identify
thefollowing security concernsinthiscontext: (a) France Telecom wantsto see payment
credentialsfor the cost of providing thetelecommunicationsfacilitiesto Bob. However,
Bob may want hispresencein Paristo remain unknown and thereforerequiresanonymity.
(b) Bob may want to authenticate France Telecom to be sure that he uses atrustworthy
carrier, although he should use end-to-end encryption to ensure the privacy of the
telephone conversation. (¢) To persuade Aliceto accept theincoming call that claimsto
be from Bob, Bob’s PDA must be authenticated to Alice as belonging to Bob, and vice
versa. Note that the authentication procedure at Bob’ s side is symmetrically identical
with Alice’ sside, and the authentication between Bob and Aliceisthe same asbetween
Bob and France Telecom; wecould thereforeonly focuson how Bob and France Telecom
authenticate each other. The architecture of the authentication protocol between the
latter two isshown in Figure 3.

Figure 3 provides an architectural overview including the different partiesinvolved in
this scenario. Besides the parties mentioned above, the figure also shows Bob’s home
agent and acertification authority. Bob’ shome agent playstherole of Bob’ sauthentica-
tion authority, while the certification authority is part of the public key infrastructure
(PK1) and allows the foreign agent and Bob’s home agent to authenticate one another
based on certificates of their public keys provided by the certification authority. The
certificate of the foreign agent may also be used by Bob to check the authentication of
France Telecomin our example scenario.

The main design objectivesfor the proposed authentication protocol are thefollowing:

1  Theuser' sauthenticationisbased on asecret password that is shared between the
user and the home agent.

2 Theprotocol leadsto the creation of anew public/private key pair that can be used
for theauthentication of theuser. The privatekey will reside on the devicethat the
user iscurrently using and an authentication certificate signed by the home agent
is provided for the new public key.

3 Atrust relationship is established between the home agent and the foreign agent
based on reciprocal authentication, and payment credentials for the user are
transmitted by the home agent to the foreign agent.

4. Theuser may remain anonymous for the foreign agent.

We note that the use of a secret password for authentication has the advantage that it
iseasily implemented witharelatively short password (of alength of approximately 6to
10 characters) that the user can remember. The authentication based on public key
technology requiresamuch longer privatekey that must bestored in somedeviceor card
carried by theuser. Thismakesit difficult for the mobile user to use any devicethat may
be locally available. On the other hand, public key technology is essential for authen-
tication to third parties and for the generation and verification of signatures. Thisisthe
reason for the second design objective. The main characteristic of this new authentica-
tion protocol istherefore to combine the use of a password with public key authentica-
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Figure 3. Architectural overview
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tion. The new public/private key pair generated by the authentication protocol may be
used for authentication to third parties, for instance for Bob'’s telephone conversation
with Alice, and allows the user to generate verifiable signatures.

We note that the Radius protocol also uses password-based authentication, but it does
not provide the creation of a public key certificate for authentication to third parties.
Also, it assumesthat the network accessserver (NAC), which correspondstotheforeign
agent in our architecture, is associated with a single radius server, while our protocol
foresees inter-working with a variety of different home agents throughout the world.

Objective(3) isimportant. Infact, noinitial trust relationshipisassumed between the user
and the foreign agent. However, when the authentication protocol completes success-
fully, the home agent will have authenticated the foreign agent, and the resulting trust
isindirectly available to the user. On the other hand, the user may remain completely
anonymous to the foreign agent (as stated in Objective (4)). In fact, the payment
credentials,intheform of aticket T, aredirectly transmitted by thehomeagent. Thisticket
may also be used by the user to obtain services from other service provides within the
foreigndomain.

It isimportant to note that the protocol is structured in such away that the user side of
the protocol, also called personal agent (PA), isrealized by software that runs on the
device that the user happens to use within the foreign domain. This device may be his/
her own PDA, but it may also be any device that happens to be available. The user has
to trust the integrity of the software that representsthe PA, but it does not have to trust
the foreign agent.
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Protocol Description

Protocol Overview

The message exchanges of the authentication protocol are shown in Figure 4. One can
identify the following three steps:

1  Alocally broadcast preliminary message (number 1) providesinformation about
theFA, for examplethe FA’ sIPaddressanditspublic key. Thisinformationallows
the user to start the following authentication exchange.

2 Theuser (here Bob, or hispersonal agent, PA) sends an authentication request to
the FA (message 2). Therequestisencrypted by arandomly generated session key
Ks,, whichis protected by the FA’s public key. The FA usesits private key to get
the session key and theinformation about Bob’ shomeagent, including itsaddress.

3. TheFA then forwards the authentication request to the HA after having removed
the encryption with the session key (messages 3). Depending on the outcome of
the authentication, the HA either replies a positive authentication response
(messages 3.1 and 3.1.1) or a negative response (messages 3.2 and 3.2.1). These
messages include information about the reasonsfor either successor failure. The
foreign agent recognizes the message and also forwards the information to Bob.
Inthemessagefromthe FA totheuser, thisinformationisencrypted with asession
key Ks,, while the message exchanges between the FA and the HA pass through
an encrypted connection.

4.  The authentication between Bob and the FA is successfully achieved if the
message 3.1.1 is received; otherwise the NACK value in the message 3.2.1 will
indicate thereason of therefusal. The NACK valueisdetermined by the HA; Bob
can have confidence that the FA did not change the valuein the message 3.2.1 by
calculatingH(HV,, N,, NACK, pwd) and comparingitwiththevalueof HV, received
fromthe FA.

Detailed Protocol Description

The sequence of message exchanges of the protocol are shown in Figure 4, and the
various information fields of the messages are indicated. We give in the following an
explanation of the abbreviations used.

i ID, denotes the unique identifier of the user X (for instance: Bob@domain.net)
i KU, : public-key of user X
i KR, private-key of user X

i Ks: asession key (symmetric key)
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i K(M) means M is encrypted using key K

i N: a nonce

i SecCx: asecure connection, for example realized through TLS

i CSR: Certificate Signing Request (defined in PK CS#10 standard)
i CERT,: Certificate of user X (definedinX.509)

i pwd: password of the user

Some particular values are defined asfollows:

i HV, = H(ID,, CSR,, N,, pwd) is calculated by Bob and can be used by the FA as
asession identifier

i HV' =H(ID,, CSR;, N, pwd) is calculated by the HA and is compared with HV,

i HV, = H(HV', N,, NACK, pwd) in negative case and H(HV' |, N,, ACK, pwd) in
positive case

i Ks,: session key, is randomly chosen by Bob and only used in message 2

i Ks,=H(N,N,, Ks) isasession key, in which N, is selected by the HA and used
between PA and FA after the authentication.

i Ks,=H (N,, N,, pwd) is a session key selected by the HA and only known by the
PA and HA.

Each of the messages shown in the figureis further explain in the following.

Figure 4. Message exchanges of the authentication protocol

Bob’s Personal Agent Foreign Agent Home Agent
(PA) (FA) (HA)
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i Message 1 — Service agent advertisement: A broadcast message in the local
domain informs Bob about the location and the digital certificate of the FA. This
could be realized through existing protocols, such asthe Dynamic Host Configu-
ration Protocol (DHCP) or Jini.

i Message 2 — Authentication request: Bob’ s device executes the following steps
in order to prepare this message:

1 Bob generates a random number N, and a certificate-signing request (CSR)
accordingtothe PK CS#10 standards (RSA Laboratories, 1993). To performthe
CSR, Bob generates a pair of public and private keys KU, and KR, on his
terminal. KR, is stored on the terminal in a secure key store and is never sent
over the network. The CSR includes KU, and a proof of possession of the
private key. Bob encrypts his identity information along with N, and CSR,,,,
using a public key of his HA KU, retrieved from an available standard
authentication authority on histerminal.

2 Bob generates a digest, called HV,, of al the above information and the
password pwd.

3. Bobthen selectsarandom session key Ks, that is used to encrypt all the above
information HV, aswell astheinformation of hisHA. Thiswill allow the FA to
forward HV, to the HA. Ks isthen encrypted with FA’s public key, which was
obtained from the FA’s certificate included in Message 1.

i Message 3 — Forwar ded Authentication request: Thefollowing stepsrelateto the
forwarding of the authentication request to the HA:

1 TheFA receivesMessage 2, decryptsKU_, (Ks)) using KR_,, and then decrypts
Ks,(ID,,, KU, (ID,,, CSR,,, N,), HV)).

2 Withthe help of ID,,, the FA establishes a secure connection with Bob’s HA
and sends KU, (ID,,, CSR,,, N,), HV..

i Authentication by the HA: The HA receives Message 3, computes its own digest
HV," and comparesit with HV. If they are equal, authentication succeeds and an
“ACK” (acknowledgment) is returned; otherwisea“NACK” (negative acknowl-
edgment) is returned.

i Message 3.1 — Authentication reply - Ack: The HA performsthe following steps:
1 HA signs Bob’'s CSR and generates two random numbers N,, N..

2. Using the current secure connection established with the FA, the HA sends
back a messageincluding the answer of the authentication process (ACK), the
hash value HV, sent by Bob that uniquely identifies the request, and security
material for Bob (1D, N,, N,, HV,, CERT,

F’A)'
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i Message 3.1.1 — Forwarded Authentication reply - Ack: The FA performs the
following steps:
1 FAreceivesMessage 3.1, calculatesKs, encryptsiD,,, ACK, HV,, HV,, N, and

glliliTB withKs, and transmitsit together with the nonce N, in clear asMessage

2. Bobreceivesthismessage. He computes Ks,=H (N,, N,, Ks) and decryptsKs,
(1D, ACK, HV,, N,, HV,, CERT,). He also computes Ks,=H (N, N, pwd).

PA’

Bob now shares a security association with FA based on the shared key Ks,, and
with HA based on the shared key Ks,. He can establish asecurity association with
anew party or sign adocument using CERT,, and KR,.

i Message 3.2 — Negative Authentication Reply - Nack: the HA performs the
following steps:

1 HA generates arandom number N,.

2. HA preparesa“NACK” answer that includesarejectionreason (e.g., “revoked
user” or “password expired”) and the hash value HV, that identifies Bob’'s
request. It then computes HV,=H (HV’ , N,, NACK, pwd).

3. Using the current secure connection established with the FA, the HA sends
back theanswer including N,, theanswer of the authentication process(NACK),
HV, sent by Bob, and HV,, which serves as a proof of answer and ID,,,.

i Message 3.2.1 — Negative Authentication Reply Forwarded - Nack: the FA
performsthe following steps:

1 FAreceives Message 3.2. It computes Ks,=H (N,, N, pwd) and encrypts ID,,
ACK, HV, and HV2 with Ks, and transmits it together with N, in clear text as
Message 3.2.1.

2. Bob receives this message, calculates Ks, and decrypts Ks, (1D, NACK, HV/,
HV,, N,) and then computes HV' ,=H (HV,, N,, NACK, pwd) to check that this
authentication answer actually comes from the HA.

Bob now knowsthat hisrequest has been rejected and he has received the reason.

Discussion

Thisprotocol wasinspired by asimilar protocol describedin Dupre-la-Tour, Bochmann,
and Chouinard (2001); however, it containsthefoll owingimprovementscompared tothe
protocol of:
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1  Minimal usage of public key technology at the PA sideto satisfy the limitation of
computing capability and battery power of mobile devices. Through the authen-
tication protocol, public key encryptionisused only twicein Message 2. After the
initial authentication, thereisasession key shared between Bob’s PA and the FA
(Ks,), aswell asbetweenthe PA andtheHA (Ks,). Further negotiationwill bebased
on these session keys using symmetric key operation.

2 A hashvalueisincluded to prevent that a misbehaving third party may introduce
itself between two nodes, suchasHV,, HV ', and HV

3. Themobile user relies on his’her HA to authenticate the FA. Since Bob does not
have aroot certificate, his PA could not verify the FA certificate sent in Message
1. Instead, the PA will send an encrypted request to the FA which should then be
forwarded to the HA. If the FA could not be authenticated by the HA, the secure
connection between these two parties could not be established. Without the
secure connection, the request would not be sent. Therefore the PA would time-
out after waiting for areply message from the FA. Such atime-out indicates that
the FA may have failed to get authentication.

4. Anonymity option: The user’s anonymity can be guaranteed by hiding the user
information from the FA and using tickets provided by the FA to gain access to
serviceswithinthe domain of the FA. Theanonymity optionimpliesthefollowing
maodificationsto the protocol. I n the case of apositive acknowledgment, M essage
3.1 now becomes SecCx (ACK, HV,, N,, N,, Ks,(CERT,)) and Message 3.1.1
becomesKs,(ACK, HV ,N,, T, Ks,(CERT,,)), N,. Wenotethat ID,, isremoved
from these two messages. Instead of sending CERT , in clear, itisnow encrypted
with ashared session key Ks, whichisonly known by the PA and the HA. A ticket
T iscreated by the FA and sent to the PA to be used for local service access. The
service server would validate the ticket and provide service upon validation
regardless of who presentstheticket. Inthe case of anegativereply, Message 3.2
becomes SecCx (NACK, N, HV ., HV ), and Message 3.2.1 becomesKs,(NACK,
HV,, HV,),N,. Asinthepreviouscase, ID,, isremoved from these two messages.

Verification of the Authentication Requirements

In case of positive authentication, all six possible cross-authentications between the
three parties take place:

1  Bobauthenticatesthe FA: Bob truststhe HA to authenticate FA. After decrypting
Message3.1.10r 3.2.1, heknowsthat FA received HV . from HA becausethat value
could only be computed knowing the password. That means HA authenticated FA
previously when establishing the secure connection SecCx.

2 BobauthenticatestheHA: After decryptingMessage3.1.10r 3.2.1, Bob knowsthat
theHA computed HV 2, becausethe HA istheonly agent that knowsthe password.

3. The FA authenticates the HA: The FA checks the certificate of the HA before
sending Message 3 when establishing the secure connection.
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4.  TheFA authenticates Bob: After receiving Message 3.1 or 3.2, the FA knowsthe
authentication answer of the HA and trusts the authentication done by the HA. In
addition Bob can decrypt Message 3.1.1if and only if herecoversKs, from N,. If
he does so and uses Ks, to communicate later with the FA, the latter knows he
shares some information with the HA.

5  TheHA authenticatesBob: After receiving Message 3, theHA comparesHV, with
HV,’ to check Bob's password.

6. The HA authenticates the FA: The HA checks the certificate of the FA when FA
tries to establish a secure connection.

In the case of a negative response, Bob is sure that the answer was prepared by HA
because of the following reasoning. After receiving Message 3.2.1, Bob checksthat the
negativeanswer was made by theHA by computing HV,,. Thelatter valuecould have been
computed only by HA and isrelated to Bob' sinitial request because of the presence of
HV,. This check is useful to verify that no third party is misbehaving in the middle
between Bob andtheHA. The presence of ACK/NACK inthe HV, computationisuseful
to check that the middle party did not change the reason of acceptance or rejection.

Consideration of Typical Security Attacks

We discuss in the following a few typical security attacks and how the protocol copes
withthem.

1  Spoofing attack of amalicioususer: A malicious user, says Eve, may try to usurp
Bob’sidentity. Authentication information isincluded in HV, sent by Bob to the
FA in Message 2. Since Eve does not know Bob’'s password, the HA while
calculating HV ' finds adifferent value and does not authenticate Eve as Bob. In
message 3.2, theHA sendstheauthentication result tothe FA sothat the FA knows
that Bob (actually Eve) is not authenticated.

2 Spoofing attack of servers (the FA, the HA) is denied by the systematic use of
digital certificates. Bob relieson the HA to authenticate the FA (see Section 4.2).

3 Replay attacks of an authentication request are impossible owing to the nonce. If
an attacker tries to replay messages or arogue FA tries to replay messages, this
will be detected by the HA that keepsall successful loginsfor agiventime period
(e.g., afew days). Even if the attack is not detected by the HA, a malicious user
replaying the request message could not decrypt Message 3.1.1 because he/she
would requiretheknowledge of thekey K, which canonly be calculated with the
knowledge of K, whichis generated by Bob.

4.  Denial of service (DoS) attacks would consists of sending rogue authentication
request that would consume both bandwidth and processing time at the FA and
theHA. Such an attack can berealized more easily by simultaneously massreplay
attacks. It would makethe HA computeall thekey material for each request. Denial
of serviceis ageneral and open issue for any service on the Internet.
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Comments on the Detailed Design of the Protocol

The description of the authentication protocol given in the fourth section represents, in
some sense, an “abstract protocol; that is, only the logical meaning of the message
parameters is described, while the coding of these parameters is left undefined. It is
important to note, however, that a complete protocol specification (describing all
requirementsfor animplementation) should also includethe definition of the parameter
encoding and the description of the cryptographic functionsthat are used. Itisclear that
the choice of these cryptographic functions has a strong impact on the level of security
that can be obtained by the given “abstract protocol”. In the following, we give some
comments on the possible choices.

Private-key algorithms should be chosen such that the length of the key can be adapted
to the computational power of the mobile terminal. Triple-DES, Blowfish and AES
(Advanced Encryption Standard) are such algorithms. Elliptic Curve Cryptography
(ECC) should preferably beused for public-key encryption, rather than RSA, to make use
of its shorter key length at equal security level.

Secure connections could be set up in several ways since both FA and HA own adigital
certificate. TLS (Transport Layer Security), IPsec (IP security), IKE (Internet Key
Exchange) or any secure link establishment protocol could be used between the two
agents.

Note that the protocol satisfies all the requirements when executed on a user-owned
mobile device. However, when executed on any devicethat may belocally availableto
themobileuser, there aretwo common problems (which arenot rel ated to this particul ar
protocol): (a) Theuser hasto trust theintegrity of the software (asexplained inthethird
section), and (b) the private key generated by the protocol may beleft onthedeviceand
used by other people, if the user does not properly terminate the application.

Concluding Discussion

Wegave anintroduction to the authentication requirementsfor el ectronic commerce by
identifying thecommerce partnersand required trust rel ationshi ps, and by describing the
security requirementsincluding authentication, accessrights, payment credential's, and
anonymity (incertain cases). Weal so reviewed existing paradigmsfor authentication and
corresponding protocols, and discussed their suitability for electronic commerce appli-
cations. We considered in particular the requirements stemming from user mobility,
whichincludethesecurity implicationsof using unknown ad hoc devicesthat arelocally
availableandthefact that the user may need to be authenticated by aforeign organization
that provides network access facilities and other services within the foreign domain
where the user temporarily resides.

We then proposed a secure authentication protocol for mobile users that combines the
ease of password-based authentication with the power of publickey technology, and can
be executed on an ad hoc device. It provides authentication support (i) for electronic
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commercetransactions, (ii) for obtaining the necessary transmission resourcesfrom the
local Internet serviceprovider (ISP) and (iii) for authenticationto arbitrary third parties.
We believe that this authentication protocol contains a number of interesting features
that make it suitable as an alternative to the other authentication protocols that are
currently inuse. Infact, thisauthentication protocol isnot limited to el ectronic commerce
applications, but could be used as well for other distributed applications, such as IP
telephony and multimediatel econferencing.

We note that in the context of electronic commerce and other applications, thereis not
only the need for authenti cation of usersand services, but al so aneed for obtaining other
kinds of references, such as payment credentials, age certifications, or competence
certificates. Such references may be provided in the form of signed certificates, similar
to authentication certificates, but containing different information attributes. It is also
important to allow the user of commerce applicationsto remain anonymous; for thiscase
one has to foresee certificates that do not contain the name of the user, nor other
identifyinginformation. Anexampleisapayment credential for an anonymoususer who
is only identified to the commerce server by a random number without any other
significance.

We finally note that the use of ad hoc devices that may be available in the local
environment of the mobile user poses certain security threats, sinceit isvery difficult
to ensure the security of the software that runs on such a computer. For the present
purposes, we assume that this risk can be kept sufficiently small by using certified
software downloaded over the Internet. However, future research may identify methods
for closing the remaining loopholes.
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Abstract

The spreading wireless accessibility to the Internet stimulates the provisioning of
mobile commer cial servicesto awide set of heterogeneousand limited client terminals.
Thisrequiresnovel programming methodol ogiesto support and simplify the devel opment
of innovative service classes. In these novel services, results and offered quality levels
should depend on both client location and locally available resources (context). In
addition, itiscrucial to manage the frequent modifications of resour ce availability due
to wireless client movements during service provisioning. Within this perspective, the
chapter motivates the need for novel access control solutions to flexibly control the
resource access of mobile clients depending on the currently applicable context. In
particular, it discusses and exemplifies how innovative middleware for access control

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



82 Bellavista, Corradi & Stefanelli

should support the determination of the client context on the basis of high-level
declarative directives (profiles and policies) and distributed online monitoring.

| ntroduction

Recent advances in wireless networking and the growing number of wirel ess-enabled
portabledevicescreate new promising commercial opportunities. In-Stat/M DR estimates
that morethan 465 million mobile device unitswill be built and shippedin 2004, with an
annual increase of morethan 7%, and asimilar riseexpectation for the next years (Reeds,
2003). A primary commercial challengeisto exploit thisenlarging market to ubiquitously
provide mobile users with both traditional Internet services and innovative location-
dependent mobile commerce applications.

Service providers and wireless network operators have to face new and challenging
technical issuestoward the seamlessintegration of wireless clientswith the traditional
fixed Internet. Thisscenario, called wireless Internet in the following, already startsto
exhibit research and commercial solutionsto support network connectivity (Bos, 2001,
Perkins, 1999). However, provisioning commercially mature mobile services over the
global and openwireless|nternet requiresaddressing complex and different i ssues, such
as configuration management, service content adaptation, access control, accounting,
dynamic un/installation of infrastructure/service components, and interoperability. The
research in several of these areasisstill at its beginning; it starts to recognize the need
for novel and flexible middleware sol utions (Bellavista, 2002a).

Inparticular, thewirelessInternet callsfor novel methodol ogiesto support and simplify
the development of innovative service classes where results and offered quality levels
depend on the context; that is, the logical set of resources that a client can access due
to provisioning environment properties, such ascurrent client |ocation, security permis-
sions, accessdevicecapabilities, user preferencesandtrust level, runtimeresourcestate,
and mutual relationships with currently local users/terminals/resources (Bellavista,
2003a). Some simple forms of context determination, such as the ones associated with
traditional security permissions, are not new for distributed systems. The novelty here
isthat the frequent mobility of wireless Internet clients makesit crucial to manage the
recurrent context variations, and the consequent service reconfiguration at provision
time. In fact, the context depends on both quite static aspects, for example, the local
authorization rules and the client device characteristics, and very dynamic aspects, for
example, the client location and the provision-time state of involved resources.

In other words, the wide heterogeneity, the changing network topology/connectivity
and the resource shortage/discontinuities typical of the wireless Internet stress the
relevance of context awareness and of devel oping context-adaptive services. However,
thecomplexity of designing, implementing, and depl oying context-aware mobileservices
potentially limitsthe rapid emergence of thisnew service market. Therefore, thereisa
growing request for highly flexibleand innovative middlewareto facilitatethedevel op-
ment and runtime support of context-aware wireless Internet services. In particular, in
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this chapter we motivate and discuss the necessity of novel security middleware
solutionsto perform enhanced forms of access control. Such an access control exploits
the flexible definition and the dynamic determination/update of user contexts during
service sessions.

For instance, amobile stock trading service should allow its mobile usersto operatevia
laptops connected to Wi-Fi hotspots, viaPDAsconnected to Bluetooth L ocal I nfotainment
Points(BLIP), andviaGSM phonesreceiving simple SM S-based communi cation. Access
control middleware should assign differentiated contexts depending on differentiated
classes of users, accessterminalsand connectivity technology. On the basis of context,
clientsshould havevisibility of alternativetrading serviceinterfaces. Inaddition, access
control solutions should update contexts (and service provisioning accordingly) in
response to client mobility and user class of service. If a bronze user movesto avery
congested wireless cell, she should simply lose visibility of the trading service. A gold
user, instead, should have priority and transparently access a service gateway that
downscales the service results to either text files or SMS messages. The result is a
reduced modality of service provisioning that does not aggravate too much the network
congestion situation.

The chapter aims at identifying the main requirements, functions and technical chal-
lenges associated with innovative context-aware security middleware for wireless
Internet access control. In particular, it claims that flexible access control should
determine the client context depending on different types of high-level declarative
metadata (profiles and policies) and on the runtime state of the provisioning environ-
ment. Profiles and policies can represent, respectively, the characteristics of users/
terminal s/resources and the resource/service management strategies, in acleanly sepa-
rated way from the serviceimplementation. Theonlineresourcemonitoringiscrucial to
enable the runtime shaping of contexts in response to the frequent modifications of
resource availability due to wireless client mobility. Access control middleware based
on both metadata and online monitoring can determine and impose differentiated
contexts (and consequently differentiated and tail ored service behaviors) with no need
tomodify theapplicationlogic. Asarelevant side effect, thisfavorsmiddleware/service
component reusability in different deployment scenarios (Bellavista, 2003b).

As an example of context-aware access control solution, the chapter presents the
architectureand the most rel evant implementation aspects of Wireless| nternet Context-
awareaccess Control (WICoCo). WICoCoisthe Java-based security solution for access
control inCARMEN (Bellavista, 2003b). WICoCo addressestwo primary state-of-the-art
challengesfor context-aware access control: how to enforce user/service requirements
expressed at a high level of abstraction in terms of declarative metadata, and how to
achievefull visibility of monitoring informationin aportableway.

In addition, to smooth the relevant discontinuitiesin resource availability at the wired-
wireless edges of the wireless Internet, WICoCo provides mobile clients with mobile
middleware proxiesthat work over the fixed network infrastructure on their behalf (and
intheir vicinity). WICoCo proxies determinethe client contexts and mediate any client
access to resources. They are implemented in terms of mobile agents (MAs) and can
follow the provision-timemovement of clients, whereand when needed (Fuggetta, 1998).
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Context-Aware Service Provisioning
over the Wireless I nter net

The wireless Internet scenario exhibits several peculiar characteristics that need to be
considered in service provisioning. Mobility of users and access devices is pushed to
the extreme. Userscan connect to the network from ubi quitous points of attachment and
wirelessportabl e devices can roam by maintai ning continuous connectivity (Bos, 2001).
Frequent disconnections of users/devices are rather common operating modes that can
occur either voluntarily to reduce connection costs and to save battery or accidentally
due to the loss of wireless connectivity.

Moreover, the wireless Internet exhibits a high degree of heterogeneity of both access
devices (in terms of screen size and resolution, computing power, memory, storage,
operating system, and supported software) and networking technologies (| EEE 802.11a/
b/g, Bluetooth, IrDA, GPRS, and UMTS). In addition, thisheterogeneity seemsnot only
atemporary aspect dueto the novelty and immaturity of thetechnology, but isexpected
to last in the open and global wireless Internet.

These distinctive features of mobility and heterogeneity pose new challenging issues
and undermine several assumptions of traditional distributed services. Traditional
service provisioning relies on a relatively static characterization of the context. For
instance, resource availability istypically independent of both the user current location
and the access device properties (location and heterogeneity transparency). Changes
intheset of accessibleresourcesarerelatively small, rare, or predictable (Roman, 2000).
Onthecontrary, inthewirelessInternet, itiscrucial to consider rapidly changing contexts
and to frequently reorganize service provisioning in response to context modifications.
Client mobility requires solutions that properly and promptly handle changes of client
location, modifications in locally accessible resources, temporary disconnection, and
changing network topology. In addition, userscan changetheir portable access devices,
with different wireless technologies, even at runtime. All the above elements require
context-aware service management at provision time.

Service provisioning in the wireless Internet requires the full visibility of location
information. For instance, middleware/service components should be aware of the
location of both users and involved resources to forward stock trading transaction
requests to the server, instances that minimize the current client/server distance.
Middleware/service components should al so havevisibility of different kinds of system-
level data, such asthe access device characteristics and the currently available wirel ess
bandwidth, respectively, to customize service provisioning and to guarantee effective
resource usage. These aspectsare particularly crucial in wireless provisioning environ-
ments because of the scarcity and the high cost of resources. System-level data should
be propagated up to the middleware/application level to dynamically determine the
applicable context for the user during her session and to perform service configuration
and delivery accordingly. For instance, middleware/servicecomponentsshould beaware
of the congestion state of both the replicated stock trading service components and the
local wireless network. This awareness enables the forwarding of transaction requests
to the server instances by balancing the network/service load and, therefore, by
minimizingtheclient connectiontime.
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Insummary, the handling of context information inthewirelessInternet iscomplicated
by the frequent variations in the provisioning environment, primarily due to client
mobility and heterogeneity at provisiontime. Context variability significantly increases
the complexity and the costs of designing, developing and deploying wireless Internet
services, thus slowing down their widespread diffusion. As a consequence, context-
aware services call for middleware support infrastructures. There is the need for
nontraditional middlewarewith full context visibility and capabl e of automating service
reconfiguration depending on dynamic context changes. These middleware should
interact with the underlying execution environment to collect relevant information for
context determination, for example, current location of users/devices, resource state,
user preferences, and device characteristics. This information should be processed at
provision timeto identify the applicable contexts, their evolution, and the most appro-
priate service management operations.

Context-Aware Access Control:
Requirements and Solution Guidelines

Traditional security solutions for access control, in both centralized and distributed
systems, are all based on the main concept of associating permission information with
either the potentially accessible resources (asin access control lists) or the potentially
accessing clients (as in capabilities) (Sandhu, 1996). These permissions rule resource
accessesinasimpleway, by denying/allowing different accessmodes, for exampl e, read/
write/execute, to different clients depending on the client identity or grouping. In
traditional systems, access control solutions are usually provided at the operating
systemlevel. They evaluatethe applicablepermissionsat runtime, typically at any client
access request in the case of access control lists and at the starting of the client session
when adopting capabilities.

Weclaimthat thetraditional security solutionsfor accesscontrol arenot flexibleenough
for mobile commerceservicesover thewirelessInternet, whereitiscrucial to distinguish
access control on the basisof awidevariety of information, and not only to consider the
client identity. For instance, the set of resources that a client can access should also
depend on user preferences, characteristics of currently used access terminals, sub-
scribed services, and associated trust level (Bellavista, 2003a). In addition, resource
accessihility should also take into account the congestion state of the provisioning
environment at resource request time. When addressing quality of service issues for
mobile commerce services over best-effort networks, it is crucial to operate access
control decisionsthat depend on the expected quality perturbations produced by newly
accepted requests. Thisisnecessary to avoid compromising the established servicelevel
agreements on the already admitted active sessions.

Moreover, novel security solutions should support the possibility to modify access
control decisionsand with the maximum degree of flexibility, even by affecting already
established service sessions. Let us think about the case of a gold user who enters a
congested wireless cell. It could be reasonabl e to reduce the set of accessible resources
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of “already-in” bronze users, even if they have already achieved the access to those
resources. For instance, bronze users could be automatically rebound to downscaled
service components, which are | ess resource-consuming.

Last, but not least, we claim that access control decisions should also impact on the
resourcevisibility itself providedtotheclient, inorder to suggest (and simplify) themost
suitable client-resource binding depending on the client characteristics and the provi-
sion-timeconditions. Thiscustomized visibility could significantly reducethe complex-
ity of developing mobile commerce services for the wireless Internet. It is the access
control support that becomesin charge of proposing only the resource bindingsthat best
fit the specific management goals chosen, for example, best-effort quality support,
resource load balancing, and limitation of the client connection time.

In other words, we claim that access control solutions for mobile commerce over the
wireless Internet should be context-aware. Security supports for the wireless I nternet
should also assume the burden of dynamically establishing the user context, of deter-
miningtheapplicableresourcevisibility, and of automatically reconfiguring theprovided
serviceswithno (or little) impact ontheimplementation of mobilecommerceclientsand
servers. Let us note that context-aware access control middieware can significantly
simplify therealization of context-dependent mobileservicesby allowing devel opersto
continue to implement context-transparent traditional service components (Bellavista,
2003b).

Providing such an access control middleware is particularly challenging and complex.
Theclient mobility, thewide heterogeneity of clientsand wirelesstechnol ogies, and the
openness of the provisioning environment are only the most evident among the
numerous tricky aspects to address. This multiplicity of issuesis producing a plethora
of research projectsand prototypes, each one proposing different partial solutionsinthe
general area of context-aware resource visibility in mobile computing environments
(Schilit, 2002). M ost important, somefirst common guidelinesof solution arestartingto
emerge. On the one hand, thereisagrowing interest in specifying access control rules
and resource management strategies in a cleanly separated way from the service
implementation. This can be done by adopting different kinds of high-level metadatato
describeclients, resources, and service management requirements, and by interpreting/
enforcing them at serviceprovisiontime, asintroduced in thethird section. On the other
hand, the significant discontinuity inresource availability (and costs) betweenthewired
infrastructure and the wireless access cellsis pushing towardsthe exploitation of proxy
middleware components, asillustrated in the third section.

Profile and Policy Metadata

Theneed for aclean separation of concerns between context determination (and context-
based service management) and application logic implementation starts to be widely
recognized (Roman, 2000). Two main types of approaches are possibleto achieve such
separationinaflexibleway. Thefirstisto define separated programming meta-levelsin
charge of mobility management and serviceadaptation. Thesemeta-levelsinterwork with
theactual serviceimplementation by exploiting reflection techniques(Capra, 2003). The
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second possibility isto specify high-level metadatadescribing the characteristicsof the
involved service entities and the goals of service management. The evaluation and
enforcement of these metadata require middleware facilities for monitoring and event
distribution. Reflection represents an interesting solution guideline for context-aware
mobile commerce services, but is difficult to integrate with legacy systems usually
implementedin non-reflective programming languages. Onthecontrary, profile/policy-
based approaches, as the WICoCo one extensively described in the fourth section, can
apply alsotolegacy services, independently of theirimplementation language. For these
reasons, in the following we will only focus on metadata-based solutions for context
management.

Context-aware access control solutions can significantly benefit from the adoption of
metadata to represent both the context characteristics and the choices in service
behavior at a high level of abstraction, with a clean separation between service
management and service logic (Huber, 1996). Among the different possible types of
metadata, profiles and policies are considered of increasing interest (Heflin, 2003).
Profiles represent characteristics, capabilities and requirements of users, devices,
resources, and service components. They should guide the determination of the
applicablecontext, for example, by allowing aclient deviceto havevisibility of aservice
component if and only if the client can visualize the format of the results produced by
that component. Several research effortsare attempting toidentify well accepted formats
for the most common access devices. They are encouraging the adoption of standards
for profile representation, in order to favor resource reusing and sharing in the open
wirelessInternet (W3C, 2002).

Policiesexpressthe choicesruling system behavior, interms of the actionsthat subjects
can/must perform upon resources. Policies are maintained completely separate from
system implementation details; they are expressed at a high level of abstraction to
simplify their specification by system administrators, service managers, and even final
users. Some recent policy-based systems distinguish two different kinds of policies
(Moffett, 1993): authorization policies and obligation ones. The former specify the
actions that subjects are allowed to perform on resources depending on various types
of conditions, for example, subject identity and resource state. The latter define the
actions that subjects must perform on resources when triggered by the occurrence of
specified conditions.

Figure 1 showsapossible metadatataxonomy, and two exampl es of obligation policy and
device profile. The depicted taxonomy is the one adopted in the WICoCo solution, as
more extensively described in the fourth section, wherewewill show how the different
typesof metadataarerel evant to determinetheapplicabl e context andto updateit flexibly
during service provisioning.

Middleware Proxies

In context-aware security solutionsfor access control, it iscrucial to adopt middleware
proxies that execute over the fixed Internet on the behalf of wireless mobile clients.
Middleware proxies arelocated along the service flow path between the clientsand the
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Figure 1. The metadata taxonomy adopted in WICoCo
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server, typically in the proximity of the clients they work for, as depicted in Figure 2
(Bellavista, 2003a).

Proxies are demonstrating their effectiveness in playing the general role of assisting
mobile clientsin their current access locality, by smoothing the problems due to both
intermittent and limited bandwidth wireless connections. For instance, proxies can
asynchronously perform complex queriesonwired resourcesand can downscaleservice
resultstofit theaccessdevicevisualization capabilities (Hwang, 2003). In particular, by
focusing on context-aware access control, proxies can perform, over thewired network,
the possibly complex computations needed to determine the applicable contexts, and
should work asintermediariesin the client access to any resource currently included in
its context.

M ediating serviceaccessibility viaproxies, however, requiresany participating wirel ess
locality to enabl e the proxy-based support for any possiblevisiting client. Thiscould be
impracticable in the open wireless Internet where highly heterogeneous unpredictable
typesof clientsarewillingtoaccessdifferent and statically unforeseen mobilecommerce
services. In fact, these clients usually require differentiated support behaviors and
different capabilitiestointerpret the applicable metadata. Any apriori installation of all
possiblemiddlewareproxiesinall possibleaccesslocalitiesistobeconsidered definitely
unfeasiblein an open provisioning environment. For thesereasons, thereareafew state-
of-the-art research projects that propose the adoption of the mobile agent (MA)
technol ogy toimplement wireless|nternet middleware proxies(Bellavista, 2003b; IKV,
2003). M A-based proxiescanfollow theclient movementsfrom awirel essaccess|ocality
to another one during service provisioning, also by preserving the session state thanks
to the MA peculiar capability to migrate both behavior and reached state of execution
at runtime (Fuggetta, 1998).
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Figure 2. Middleware proxies mediating the mobile client access to wireless Internet
services
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In the next section, we will exemplify how the proxy-based WICoCo middleware can
dynamically determine and update the applicable context depending on different forms
of metadata, and how W1 CoCo proxiesusetheapplicabl e context to ruletheclient access
control to mobile commerce services over the wireless Internet.

WiCoCo Middleware

Alongthepreviously sketched design guidelines, we have devel oped W1 CoCo, aflexible
and portable middlewarefor context-aware access control inthewirelessInternet. This
section describes the main characteristics of WICoCo primarily to point out how the
combined adoption of different kindsof metadata, mobilecode, and portableimplemen-
tation technologies can lead to very flexible access control solutions. Thisflexibility is
needed to fit the specific properties of the open and heterogeneous wireless Internet
provisioning environment. In our opinion, the WICoCo design and implementation can
represent a useful experience to exemplify, with an actual middleware prototype, the
state-of -the-art guidelines of solution emerging in this novel challenging field.

WICoCo is the access control security solution adopted in CARMEN, an MA-based
flexiblemiddlewarefor adaptiveserviceprovisioningtomobilewirelessclients(Bellavista,
2003b). The CARMEN middleware is designed according to the layered architecture
showninFigure3. CARMEN isbased onageneral-purpose MA platform called SOMA,
which supports the mobility of both code and reached execution state of middleware
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components. The CARMEN facilities provides mechanisms and tools to address the
most common issuesin context-awareservice provisioningtowirelessclients: arichand
articulated naming system (the identification, discovery and directory facilities)
(Bellavista, 2001); alocation facility that integrates heterogeneous tracking solutions
for IEEE 802.11b and Bluetooth; amonitoring facility that allows observing indicators
at theapplicationand systemlevel toachievefull visibility of context changes(Bellavista,
2002b); and an event manager facility to distribute context-related eventsto interested
CARMEN components, even mobile(Bellavista, 2003b).

WICoCoworksontop of the above facilities, and consists of two main components: the
context manager (CM) and the metadatamanager (MM). CM determinesdynamically the
client context, mediates the client access to resources in the applicable context via
specialized M A-based proxies, and transparently performs serviceadaptationinthe case
of context modifications. MM supports the specification, modification, and checks for
correctness, installation, and eval uation of the different kinds of WICoCo metadata. To
better understand how WICoCo performscontext-awareaccesscontrol, inthefollowing
we will focus on the description of the two WICoCo components, CM and MM, and of
the monitoring/location facilities responsible for sensing context changes.

Context M anager

CM isthe WICoCo component responsible for dynamically establishing the context of
any client, thusdeterminingitsresourcevisibility. In particular, WICoCo exploitsMA-
based mobile proxies, working over thefixed network on behal f (andin proximity) of their
wireless clients, to determine the applicable contexts and to mediate any client access
to resources.

Todynamically determinetheapplicablecontext object for aclient, CM firstly mergesthe
list of resourcesintheclient accesslocality, obtained viathediscovery facility, and the
list of globally availableresources, retrieved viathedirectory facility. Then, CM discards
resourcesfromthemerged set depending onthe metadataincluded in theapplicable user/

Figure 3. The CARMEN layered architecture
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device/service component profiles (see the fourth section). For instance, if the device
profilespecifiesthat theWeb browser ontheaccessterminal canvisualizeonly c-HTML
pages, stock trading service components that provide only XML -based stock informa-
tion are automatically removed from the context.

The obtained resource set is the result of the combination of local/global resource
availability and applicable profile metadata, that is, user desiderata, access device
capabilities, and service component characteristics. To obtain the applicable context,
thisresource set is subject to further restrictions and discarding due to the enforcement
of theaccesscontrol policies(seethefourth section). Theresultisacontext object listing
all the resources currently accessible to one client. CM represents a context object asa
container of tuples, any tuple corresponding to an accessible resource and including a
uniqueresourceidentifier, aresourcedescriptor, and additional information to properly
managetheresourcebindingin caseof client mobility. Thecontext objectisautomatically
updated anytime a client requests a resource access and anytime an event in the
provisioning environment triggers a modification in the applicable context. In fact,
events may trigger the enforcement of WICoCo access control policies, thus affecting
theresource visibility, as detailed in the following.

The WICoCo MA-Based Proxies

WICoCo providesany user, at the starting of her service session, with apersonal mobile
proxy that migrates over the fixed network and follows the user movements among
wirelesslocalities at service provision time. The mobile proxy actsastheintermediary
between the user wireless device and the accessed resources. The access permission/
denial depends on the currently applicable context, which the proxy determines by
exploitingthe CM facilities.

Weclaimthesuitability of the M A technology toimplement mobile proxiesfor context-
aware access control. WICoCo exploits SOMA to implement proxies as SOMA agents
and to provide them with execution environments, called places, which offer the basic
servicesfor MA communication and migration. Placestypically model nodesand can be
grouped into domains that correspond to network localities, for example, local area
networkswith | EEE 802.11b/Bluetooth accesspointsproviding wirel essconnectivity to
WiFi/Bluetooth portabledevices(Figure4a). CARMEN middlewarefacilitiesareavail-
ablein any domain. Proxiesrun on placesin the domain where the associated users and
the corresponding wireless companion devices are currently connected.

WICoCo associatesone proxy for each user, with a 1-to-1 mapping; proxiesfollow their
associated users in their movements among different domains, carry the applicable
context and the reached service state, and make it possible to migrate whole service
sessions. AsshowninFigure4b, proxiesretrievethe profilesof their companiondevices
(and of the profileassociated users) at their instantiationviaM M (seethefourth section).
L et usnotethat the proxiesneedto ask for profilesonly once, at thestarting of the service
session, being the profiles part of their state, which is maintained even after migration.
Only themodification of theassociated profilestriggersacorresponding event and anew
profile request.
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Proxiesaredesignedtorefer, at start up, only to CM and MM, without any direct resource
access. They request their contextsby passing profileinformationtothe CM component
intheir domain, asdepicted in Figure 3b. After context determination, CM returns back
totheproxy acontext object listing theidentifiersof all accessibleresources, either active

Figure 4. (a) WICoCo places and domains; (b) the deployment of WICoCo middleware
components in one wireless access locality
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or passive. At thebeginning, all resourcesinthe context arepassive. A resource becomes
active when the user requests to access it. For any active resource, the context object
includes aresource identifier (the only information maintained for passive resources),
the binding management strategy to apply in case of client migration, and a reference
object that implements the chosen binding. WICoCo supports four different binding
strategies (resource movement, copy movement, remotereference, and rebinding). The
proxies dynamically re-qualify resource bindings, with no impact on the client/server
implementation (Bellavista, 2003b). Any modification of interest in the provisioning
environment produces the notification of a monitoring event to both CM and the
involved proxies; the notified proxies usually react by interrogating their local CM to
update their context objects.

Proxies interact with an additional type of middleware components. device-specific
stubs. Thestubistheonly middleware component requiredto runonthewirelessdevice,
locally wrapsthe service-specific client, and connectsto the responsibl e proxy to send/
receive service requests/results. Let us observe that the adoption of proxies over the
fixed network and of lightweight clients on the portable devices permits to exploit the
MA-based access control also when providing mobile commerce services to limited
devices that cannot host MA execution environments.

Metadata M anager

MM isin charge of supporting the specification of all the different kinds of metadata
depictedinthetaxonomy of Figure 1. User profilesmaintaininformation about personal
preferences, interests, security requirements, and subscribed services for any WICoCo
registered user. Device profiles report the hardware/software characteristics of the
supported access terminals. Service component profiles describe the interface of
availableservice componentsaswell astheir propertiesrelevant for dynamic binding to
mobileclients, for example, type/format of provided results. Site profilesarearesource
group abstraction, and list all the resources available at one WICoCo host. WICoCo
adopts standard formats for profile representation: the W3C Composite Capability/
Preference Profiles (CC/PP) for user/device profiles (W3C, 2002), the Web Service
DescriptionLanguage (WSDL) for the servicecomponent i nterface description (Curbera,
2002), and the Resource Description Framework (RDF) for the site collections of
resources(Decker, 2000).

In addition, MM permits to specify access control policies as high-level declarative
directives that affect the context determination and its runtime modification. WI1CoCo
access control policies include not only traditional authorization policies, but also
obligation policies. Authorization policies definethe actionsthat clientsare allowed to
perform onresourcesand aretriggered by resourceaccessrequests. Obligation policies,
instead, specify the actions that clients and middleware/service components must
perform on resources when specified conditions occur. The enforcement of obligation
policiesisevent-triggered. For instance, aNetworkOverload (threshold) event, notified
by the CARMEN Event Manager in response to the request of the monitoring facility
(described in the following section), can trigger an obligation that updates the contexts
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of clientsin the network locality, by removing the mobile stock trading service from
bronzeuser contexts. WICoCo policiesarewritteninthe Ponder language and maintained
completely separatefrom both applicationlogic and middlewareimplementation details
(Imperial, 2003).

MM supports not only the metadata specification/update but also the dynamic distri-
bution, install ation and enforcement of theaccesscontrol policies. Itisorganizedintwo
logical modules: the specification module, and the policy enforcer. The specification
modul e exploitsthe tools devel oped within the Ponder project for editing, distributing,
updating, removing, and browsing policies(Imperial, 2003). Inaddition, it providestools
for transforming high-level policy specificationsinto platform-enforceabl e Javapolicy
objects. When anew policy objectiscreated, it isregistered inthedirectory facility and
distributed to the interested MA-based proxies. The policy enforcer retrieves newly
instantiated policy objects and parses them to retrieve relevant information: events,
subjects, targets and actions. Then, on behalf of policy subjects, it registers the
significant eventsto the event manager. It actually enforcesthe policies, when needed,
by interpreting the applicable policy specifications. Policy interpretation consists in
policy parsing, controlling thedynamic conditionsfor policy applicability, extractingthe
policy actions, and accordingly activating the specified context management operations.

Portable Middleware Facilities for Monitoring and
L ocation

For any context-aware middleware, it is definitely crucial to have full visibility of the
whol einformationthat characterizesthe provisioning environment, for exampl e, the state
of distributed resources and service components. This full visibility is difficult when
operating on global scenarioswith highly heterogeneous accessterminals, communica-
tion technologies, and resources. The visibility goal further complicates in an open
deployment scenario where the middleware portability must be considered essential .

The WICoCo access control aims at full portability, if possible not depending on the
heterogeneous characteristics of the resources and of the operating systems involved.
In addition, WICoCo has the objective of dynamically installing and propagating its
middlewareinfrastructure (primarily its proxies) where and when needed at runtime, and
to this purpose operates on top of a Java-based MA platform. The choice of Java
simplifiesdynamic portability. AlImost all therecent MA platformsarebuilt ontop of the
standard JavaVirtual Machine (JV M) both to exploit the Javaclassloading featuresand
toenablethe MA portablemigrationinopen environments(Bellavista, 2001). However,
the Javachoicecanmakeit very hard to achievetheneeded level of system statevisibility.
Inthefollowing, we show how WICoCo achievesthe full awareness of monitoring and
location information in a portable way, without imposing any modification to the
standard JV M. Themonitoring/locationvisibility solutionin WICoCoispresented asan
example, also applicable to other context-aware middlewares and to other application
domains. Theprimary solution guidelineisto achieve someformsof portability through
the design of modular middleware infrastructures consisting of dynamically selected
plug-ins.
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Monitoring Facility Implementation

The monitoring facility enables the online observation of the state of resources and
service components. It achieves the visibility of different kinds of monitoring data at
different levelsof abstraction. Attheapplicationlevel, it dynamically interactswith the
JVM to gather detailed information about the execution of Java-based service compo-
nents. At the kernel level, it enables the access to system indicators at the monitored
target, such as CPU/memory usageof activeprocessesand avail able network bandwidth.
To overcome the transparency imposed by the JVM, the monitoring facility exploits
extensionsof the Javatechnology: the VM Profiler Interface (JVMPI) (SUN, 2003a) and
the Java Native Interface (JNI) (Gordon, 1998). In addition, it integrates with external
standard monitoring entities of large adoption in network management, that is, Simple
Network Management Protocol (SNM P) agents (Stallings, 1998).

JVMPI providesaninterfacetoindicatetotheJV M which arethe application-level events
of interest for monitoring purposes. After this initialization phase, JVMPI can be
exploited to collect, filter and analyze the events produced by Java applications, for
example, method invocation and object allocation. On the contrary, WICoCo obtains
kernel-level monitoring data, such as CPU usage and incoming network packets, via
SNMP agents that export local monitoring information in their standard management
information bases (MIBs). To enable also the monitoring of non-SNMP hosts, the
monitoringfacility exploits NI tointegratewith platform-dependent monitoring mecha-
nisms. Detailsabout how to perform Java-based online monitoring by exploiting Vv MPI,
SNMP, and JNI, together with detail sabout theimplementati on of themonitoring facility
areavailableelsewhere (Bellavista, 2002b).

Here, instead, we focus on the fact that, in absence of a standard uniform support for
onlinemonitoringin Java, themonitoring portability isachieved viaamodul ar architec-

Figure 5. The architecture of the portable monitoring facility
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ture. Thefacility integratesthree different components(ProfilerAgent, SNM PAgent, and
*ResM anager) and dynamically linksthe mechanismsand plug-insfitting themonitoring
target (see Figure 5). ProfilerAgent provides the JVMPI-based monitoring of Java
resources and is portable on any host with the standard JVvM. SNMPAgent acts as an
SNMP manager that interrogates the monitored target to obtain the state of non-Java
resources (Bellavista, 2002b). The* ResM anager classesachievekernel-level monitoring
visibility viathe INI-based integration with native monitoring libraries, implemented with
the sameinterfacesfor different platforms. The monitoring facility bindsto the correct
monitoring mechanisms (and possibly loadsthe correct nativelibrary) for the monitored
target. At middleware deployment time, the facility exploits the site profile to choose
which monitoring modules to install. In that way, the modular implementation of the
facility achieves portability over alarge set of deployment scenarios and permits the
installation of the middleware componentsonly where specifically needed. Theresultis
to provide auniform monitoring interface independently of the platform heterogeneity.

Location Facility Implementation

Similar considerationsabout portability viadynamic composition of alternativemodules
apply tothelocation facility. At the state of theart, thereisno application-level API for
cell location visibility in wireless networks accepted by any vendor and spread across
the most common operating systems. This is producing vendor/technology-specific
solutions, which significantly slow down the emergence of awide market of location-
dependent wireless Internet services. Our approach is to develop a portable location
facility viathedynamic composition of different implementation mechanisms, automati-
cally downloaded and deployed depending on the system characteristics of wireless
access points and client devices.

The WICoCo Location provides online visibility of the associations between access
terminalsand WiFi/Bluetoothwirelesscells. Onthe onehand, middleware-level location
visibility isrequired to enable the devel opment of | ocati on-dependent services, without
affecting the client/server implementation (Bellavista, 2002a). In the case of Wi-Fi
connectivity, thelocationfacility exploitsthemonitoringinformationthat |EEE 802.11
access points make available via standard SNMP MIBs (Gast, 2002). In particular, the
access point isconfigured to notify an intra-domain SNM P trap anytime anew portable
device associates with the local wirelesslocality. This permitsthelocation component
to have the online visibility of all the associated wireless access devices, and, in
particular, to sense any new device entering the controlled domain. In the case of
Bluetooth-based access points, the facility exploitsthe portable JavaAPI for Bluetooth
to obtain thelist of the devices currently connected to the network locality (JCP, 2003;
Johansson, 2001).

Onthe other hand, it is sometimes useful to have portable location visibility also at the
client side, thatis, at client stubs. In the case of WiFi-enabled clients hosting Linux, the
locationfacility providesaJavaAPI, based on the Linux Wireless Extensions, to obtain
theaccess pointscurrently invisibility and somerelated communication-level informa-
tion, such asreceived signal strength (Debian, 2003). If theclientshost Windows CE3.0/
CE.NET, thefacility exploitsthe Network Driver I nterface Specification User-model/O
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(NDISUIO), whichisplatform-dependent but portableon any network vendor implemen-
tation, to obtain the sameinformation asin Linux (MSDN, 2003). Finally, inthe case of
Bluetooth connectivity, the facility takes advantage of the Java API for Bluetooth.

Asfor the monitoring facility, at middleware deployment time the facility exploitsthe
terminal and siteprofilesto choosewhichlocation mechanismstoinstall at either thefixed
network or the access terminal, depending on the type of wireless connectivity and on
the operating system. Specialized MAsdynamically install the needed | ocation modul es
over thefixed network; at thewirel essdevices, theclient stubsexploit the standard code
upload mechanisms of the Java 2 Micro Edition.

Mobile Stock Trading Case Study

Toexemplify how theWICoCo accesscontrol operatesduring aservice session and how
it facilitates the development of context-aware services, this section provides some
design and implementation insights of a mobile stock trading service (MSTS). MSTS
allowsmobileuserswiththeir wirelessdevicesto roam among different wirelesslocalities
while continuing to operate on up-to-date stock quotations. In addition, MSTS can
immediately notify abrupt quotation changesto interested usersindependently of their
currentlocation. ItistheWICoCo middlewarethat handlesall the complexity associated
with access control and changing resource visibility: the access control support isin
charge of context determination and modification inresponseto user mobility, terminal
heterogeneity, and time-evolving resource availability. Context management does not
affect theimplementation of M ST S-specific clientsand servers, which aretransparently
realized asin traditional distributed systems.

The WICoCo-based MSTS prototype allows users to browse stock quotations and to
buy/sell stocks. The transactional properties of buying/selling operations are not the
primary focusof the prototypeand arenot currently supported. Wehavedeployed MSTS
inadistributed environment consisting of several local areanetworkswith either |IEEE
802.11b or Bluetooth access points. Each locality ismodeled asaWICoCo domain that
hosts the middleware facilities and an MSTS server, called “quotationServer,” that
maintains updated stock quotations. In addition, each domain provides execution
environments for the proxies of the MSTS users currently connected to that locality.

Let us observe that in the MSTS case the “ quotationServer” instances in the different
domains are exact replicas of the quotation information. In different application sce-
narios, WICoCo can easily support the deployment of location-dependent services by
exploiting domain serverswith different domain-related data, for example, touristinfor-
mation about local buildings and restaurants.

Users can access MSTS via wireless devices where only the device-specific MSTS
clients and the associated client stubs are installed. We have currently implemented
clientsandclient stubsfor portabledeviceswith either the 2ME/CLDC/MIDPsuiteand
Wi-Fi connectivity, or PAlmOSand Bluetooth. M ST Sclientsall ow the usersto subscribe
to the service, to specify the list of stock quotations of primary interest, and to
successively modify the profile information. In order to start the service session, the
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Figure 6. Excerpts from the MSTSProxy code

class MSTSProxy extends WICoCoProxy {

void init()

.. UserProfile profl = Directory.getProfile (userID) ;
DeviceProfile prof2 = Directory.getProfile (devicelD) ;
Context myContext = CM.getContext (profl,prof2) ;
StockInfolList resID;

try {
resID = (StockInfoList) myContext.getResource (
“quotationServer”); }
catch (NotInContextException exception) { .. }

-}

void run() {

.. 1f (isConnected==true) results = resID.downloadAll () ;
visualizer (results) ;
.}

void onMSTSResUpdate () {

.. 1f (isConnected==true) results = resID.downloadAll () ;
visualizer (results) ;

o}

)

users must pass an authentication phase. A successful authentication associates the
user with both a unique user identifier and a unique device identifier corresponding to
thecurrently usedterminal. User and deviceidentifiersarecleanly separatedin WICoCo
to allow the same user to change her access device (nomadic user mobility) by
mai ntai ning the same active service session.

After the authentication, the MSTS user is associated with a newly instantiated and
personal WICoCo proxy. Figure 6 shows an excerpt from the simple and reusable code
of the MSTSProxy, which subclasses the general-purpose WICoCoProxy. At the
instantiation, the proxy executestheinit() methodtoretrievethe profilesof boththe user
and her current devicefromthedirectory facility. Examplesof CC/PP-compliant profiles
for usersandterminalsarereportedintheannex. Wehaveused the CC/PP standard XML
schemasto represent the device software platf orm characteristicsand the supported data
formats, whilewe had to define our schemaextensionsto maintain the user information
of interest for MSTS, for example, the user belonging to the silver class and her stocks
of primary interest. After theprofileretrieval, the proxy commands CM to determinethe
context object myContext. As described in the previous sections, CM dynamically
determinesthe context by applying different kinds of metadata. Starting from the set of
locally and globally visible resources, CM removes the items with resource profiles
incompatible with the user/terminal ones. For instance, in the case of the device profile
in the annex, service components providing only XML -based results are removed from
the context becausethe accessterminal only supportstxt, c-HTML, and mp3-based data
formats.

Then, all the obligation policiesfor accesscontrol triggered by the Contextl nstantiation
event areenforced. For instance, theenforcement of AccessControl1inFigure7aforbids
bronze users to access MSTS by removing quotation server resources from their
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contexts. After the policy enforcement, the determination of the session-start context is
completed, andthe context issent totheproxy. L et usobservethat accesscontrol actions
such as the one specified in AccessControl 1 could have been obtained also in a more
traditional way, by defining an equivalent authorization policy to deny the access of
bronze usersto quotation servers. Even if the access control result isthe same, the two
alternative solutions have some differences. In the case of authorization policies, the
user context would have included the quotation server instances; an access request to
a quotation server would have produced a runtime evaluation of the access control
permission. By enforcing AccessControl 1, the resource visibility itself is completely
hidden to the proxy (and thereforeto the client). Thus, the M STSclient cannot even try
to request that resource during the service session. Thisresultsin alittleincreasein the
context determination overhead at session initialization, but reduces the runtime over-
head for accessdenial. Most important, thisintrinsically provides context-awarediffer-
entiated views of available resources, thus simplifying the resource binding decisions
to the proxy and avoiding useless denials at runtime.

Oncethe context isdetermined, the proxy invokesthe getResource(* quotationServer”)
method on myContext. If the context includes aresource called “ quotationServer,” the
invocation makesthat resourceactiveinthe context, and returnsback theresl D resource
descriptor to the proxy. If there is no resource with the given name in the applicable
context, theexception handling producesapop-up window intheM ST Sclient. The pop-
up tellsthe user that the MSTS serviceisnot accessiblein her current wirelesslocality.

After theinitialization and after any migration to a new domain, the proxy executesits
run() method: if the user deviceisconnected, the proxy requests the downloading of all
stock quotationinformationfromresl D and theninvokesvisualizer() to pushthereceived
results to the client. Figure 6 shows that the update of an MSTS resource triggers the
same actions described above. Obviously, it is reasonable to think also to alternative
lighter solutionsthat assign to the user theresponsibility of pulling the possibly updated
resultswhendesired. Tothispurpose, itissufficient to specify avoid on M ST SResUpdate()
method. Other proxy threads, not shown in the code excerpt, servein the visualization
of thestock quotationsof primary interest indicated intheuser profileandinthehandling
of user-entered queries/purchases/sales for specific stocks.

Without any impact on the design and implementation of the MSTS server, client and
proxy, WICoCo permitsto flexibly specify different accesscontrol policies, for different
deployment domains, even depending on the resource state at policy enforcement time.
All these policies are evaluated dynamically when triggered by either aresource access
request or an event notified by the monitoring/location facility, and possibly modify the
applicable context during a service session. For instance, Figure 7b reports
AccessControl 2, which istriggered by the NewLocation event notified by the location
facility whentheuser connectstothenew domain LocalitylD. By simply specifying that
policy, asystem administrator obtainsthat, intheL ocalityl D domain, silver userscannot
accessM STSwhentheaverage network bandwidthislower thanathreshold. L et usnote
that, to reduce the overhead due to policy enforcement, in MSTS this potential context
update is performed only at the user entrance in a new domain and not at any sensed
variation in the local network bandwidth. Similarly, it is possible to simply associate
service re-configuration operations at the user entrance in a network locality, by
specifying other policiestriggered by the NewL ocation event. The change of domain of
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attachment is usually one of the most important reasons of context update in wireless
Internet services(Bellavista, 2003b).

However, when necessary, it is also possible to specify access control policies that
immediately updatethe contextsinthe domain assoon as something changesin thelocal
resource availability. Figure 7c shows AccessControl3 triggered by the
AvgBandUnder Threshold event notified by the monitoring facility. AccessControl3
deniesthe M STS access to one randomly-chosen proxy in the domain if the associated
user is silver class, by producing an exception handling similarly to the failure of
getResource(). If the local network bandwidth keeps too low even after the policy
enforcement, another AvgBandUnder Threshold event will be notified, and possibly
another proxy will havethe M STS accessdenied. Alternatively, asystem administrator
could have decided to update the context of asilver user only when her proxy requests
to access the MSTS resource. AccessControl4 in Figure 7d specifies the same actions
of AccessControl 3 butintermsof an authorization policy triggered by the proxy explicit
request of operating on reslD. Here we can apply the same performance considerations

Figure 7. Examples of MSTS access control policies: AccessControll enforced at
context instantiation time (a), AccessControl 2 triggered by the user change of domain
(b), AccessControl3 enforced in response to a local network traffic change (c),
AccessControl4 triggered by a proxy access request to an MSTS resource (d), and
AccessControl5 enforced when the local quotation server is overloaded (€)

inst oblig AccessControll { inst oblig AccessControl2 {
on ContextInstantiation (ProxyID) ; on NewLocation (ProxyID, LocalityID)
subject s = ProxyID; subject s = ProxyID;
target t = ProxyID; target t = ProxyID; .
do t.myContext.remove (“quotationServer”);
do t.myContext.remove ("quotationServer”); when ((t.prof2.getProperty(“userClass”) == “silver”) &&
when t.prof2.getProperty (“userClass”) == “bronze”; (Monitoring.getAvgBand() > threshold));
} }
)
b)
inst oblig AccessControl3 { inst auth- AccessControld {
on AvgBandUnderThreshold() ; subject s = ProxyID;
subject s = getOneLocalProxy () ; target quotationServerID;
target t = s; action downloadAll(), query(),
do t.myContext.remove (“quotationServer”) ; onlyPrimaryStocks() ;
when t.prof2.getProperty (“userClass”) == “silver”; when s.prof2.getProperty (“userClass”)=="silver”;
} }
0
d)
inst oblig AccessControl5 {
on QuotationServerOverload (QSID) ;
subject s = getOneLocalProxy () ;
target t = s;
do t.myContext.remove (QSID) ->
t.myContext.add (“quotationServerBackup”) ->
t.resID = (StockInfoList) myContext.getResource (
“quotationServerBackup”) ;
when ((t.prof2.getProperty(“userClass”) == “silver”)
&& (Monitoring.getCPULoad (QSID.host()) > tl1)
&& (Monitoring.getMemoryOcc (QSID.host()) > t2));
} )
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about the differences between obligation and authorization policiesthat we previously
madefor contextinitialization.

Finally, also server state modificationscan trigger context modificationsand consequent
context-aware service adaptations. The AccessControl5 policy in Figure 7e automati-
cally rebinds silver user proxies to an alternative local quotation server, which acts as
aslow backup copy of themaster quotation server. Thepolicy istriggered whenthe CPU
and thememory usage of themaster overcomethethresholds, with thegoal of preventing
the degradation of the service quality achieved by the gold clients in the locality.

Related Wor k

Several research efforts have addressed the general issue of middleware to support
different forms of mobility in the wireless Internet (user, device, resource, and service
component mobility). They face very diverse aspects, from the provisioning of virtual
homeenvironmentsto 3G roaming users, to the effective synchronization of datareplicas
onmobiledevices, andto profile-based content tail oring (Davies, 2002; Mascol 0, 2002;
Moura, 2002; Roman, 2000). It is relevant to observe that, notwithstanding the wide
spectrum of challenges addressed, most sol utions recognize the need to consider some
forms of context. To this purpose, they propose the adoption of different kinds of
metadata to drive the service behavior at runtime, for example, to maintain replica
modification flags and multimedia presentations with alternative contents (Agarwal,
2002; Bulterman, 2002). We do not intend to provide here ageneral survey of the state-
of-the-art middleware for context awarenessin mobile computing, but only to focuson
the access control research that explicitly deals with the primary design guidelines
proposed in the chapter, that is, the profile/policy-driven context management, and the
exploitation of MA-based middleware proxies.

By focusing on metadatafor context-aware accesscontrol, afew first research proposal's
are appearing dueto the novelty of the approach. All these projects agree on the crucial
relevanceto cleanly separate the context-aware access control issues from the applica-
tion logicimplementation, both to favor component reusability and to facilitate service
development. Some proposal sexploit reflection techniquesto define separated program-
ming meta-levels(Capra, 2003). Tanter and Piquer usereflectionto define customizable
access control strategies to rearrange the associations among service components and
needed resources depending on meta-objects (2001). However, the determination of the
applicable context is performed only at execution start, and cannot change at provision
time. Another interesting approach isFarGo, which supportsthe programming of context
determination rulesasseparate components(Holder, 1999). Similarly to Tanter (2001), the
context iscomputed and associated to FarGo service componentsonly at the application
start. WICoCo has several points in common with the above approaches: it exploits
middleware intermediariesto mediate the client accessto resources, and it adopts some
forms of metadata to separately specify how to determine the applicable context. The
primary distinguishing feature, however, isthat W1 CoCo can specify context determina-
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tionrulesintermsof high-level profilesand policiesand that these rulescan bemodified
during service provisioning, without any impact on the service implementation.

About policy representation, a wide spectrum of languages with different purposes,
expressiveness, and formats have been defined, especially in the network management
area, for exampl e, therouting-oriented RPSL , the service monitoring-oriented SRL, and
the service path management-oriented PPL (Stone, 2001). Several recent proposals
exploit XML astheir representationlanguage, to facilitatethe adoptioninopen environ-
ments. Among them, the eXtensible A ccess Control Markup Language (XACML) isthe
most significant effort of standardization and permits to represent both access control
policies and resource access requests/responses (OASIS, 03). Differently from these
approaches, Ponder allows the specification not only of authorization policies but also
of obligation ones, essential in WICoCo to trigger the context update in response to
environment modifications. In addition, Ponder is object-oriented and supports high-
level abstractions to model collections of subjects/targets, based on either groups or
roles. Let us note that a recent research hot topic is the definition of semantic-based
policy languages, for example, KaoSand Rei, which have afurther extended expressive
power (Tonti, 2003). The Ponder adoption in WICoCo is a reasonable compromise
between the very rich expressiveness (and considerable overhead) of semantic-based
languages and the simplicity (and reduced expressiveness) of XML-based solutions.

Regarding the adoption of proxies, the solution guideline of interposing security
mediators between users and resources is recently emerging in different areas. For
instance, in Ajanta, any MA access to resources is controlled by using a proxy-based
mechanism at the client side (Karnik, 2000). In adifferent domain, Foster et al. propose
the exploitation of proxies to secure the access to the resources offered by a computa-
tional grid (1998). In particular, proxy-based sol utions seem suitablefor wired-wireless
integrated environments to smooth the discontinuities in available resources at the
wired-wirelessedges. Y oshimuraet al. propose statically placed middleware components
that perform local monitoring and multimedia adaptation (2002). Ross et al. exploit
security proxies to determine the customized resource visibility of wireless clients;
device-specific scripts, embedded in the proxy code, determine the visibility decisions
(2000). However, also due to the novelty of the MA technology, few researches have
proposed M Astoimplement accesscontrol proxies. The ACTSOnTheMoveproject has
developed amobile application support environment that providesastatically installed
proxy that manages|aptop mobility between fixed and wirel essnetworks (K ovacs, 1998).
Other MA proposals mainly concentrate on proxies for profile-based virtual home
environments (Lipperts, 1999). To the best of our knowledge, WICoCo is original in
adopting M A-based mobile proxies working in the fixed network to perform context-
aware access control also for resource-constrained terminals that cannot host any
version of the VM.
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L essons L ear ned and
Concluding Remarks

The provisioning of mobile commerce services over the wireless Internet motivates
flexiblesecurity solutionswith full context awareness and capabl e of properly handling
context modifications at runtime. On the one hand, the complexity of context handling
and of context-based service management suggests a clear separation of concerns
between access control strategies and service logic implementation. Thisis primary to
simplify the implementation of context-dependent adaptive mobile commerce and to
promotethereusability of servicecomponents. Novel programmablesecurity middleware,
integrated with profilesand policies, can providetherequired adaptability, whilehiding
low-level implementation mechanisms. Notwithstanding their highlevel of abstraction,
themetadataeval uation at runtimeisdemonstrating tointroduce an acceptable overhead
when coupled with effective and decentralized support solutionsthat exploit code/state
mobility to maintain access control proxiesin proximity of their wirelessclients.

On the other hand, context-aware access control in an open environment calls for
portable mechanisms for online monitoring. Java-based technologies are mature to
integrate heterogeneous monitoring sol utionswithin auniform portableframework with
performance resultscompatiblewith most mobilecommerceapplicationsfor thewirel ess
Internet. The SUN attention for theintegration of the JV M with monitoring mechanisms
isconfirmed by the novel management featuresof theforthcoming Jv M 1.5 edition, which
areexpectedtofurther improvethe performance of Java-based monitoring (SUN, 2003c).
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Examplesof CC/PP-compliant profilesfor WICoCo usersand terminals:

Code excerpts from an MSTS silver user profile

<?xml version="1.0"?>
<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:ccpp="http://www.w3.0rg/2002/11/08-ccpp-schema#"

<ccpp:component>
<rdf:Description rdf:about=“ldap://ldap.deis.unibo.it/profile#UserID">
<rdf:type rdf:resource="“1dap://ldap.deis.unibo.it/schema#Identity">
<ex:name>Paolo Bellavista</ex:name>
<ex:nickName>Paolo</ex:nickName>
<ex:city>Bologna</ex:city>
<ex:userClass>silver</ex:userClass>

</rdf :Description>
</ccpp:component>

<ccpp:components>

<rdf:type rdf:resource=“1ldap://ldap.deis.unibo.it/schema#Stock">
<ex:primaryStocks> <rdf:Bag>
<rdf:1i>HP</rdf:1li>
<rdf:li>DaimlerChrisler</rdf:1i>
<rdf:1i>IBM</rdf:1i>
</rdf:Bag> </ex:primaryStocks>
</rdf :Description>
</ccpp: component >

</rdf :Description>
</rdf :RDF>

xmlns:WICoCoTermProf="1dap://ldap.deis.unibo.it/UserProfSchema#" >
<rdf:Description rdf:about=“ldap://ldap.deis.unibo.it/profile#WICoCoUserProf">

<rdf :Description rdf:about="“ldap://ldap.deis.unibo.it/profile#StockPrefs">
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Code excerpts from a WindowsCE device profile

<?xml version="1.0"?>

<rdf:RDF xmlns:rdf="http://www.w3.0rg/1999/02/22-rdf-syntax-ns#"
xmlns:ccpp="http://www.w3.0rg/2002/11/08-ccpp-schema#"
xmlns:WICoCoTermProf="1dap://ldap.deis.unibo.it/TermProfSchema#">

<rdf:Description rdf:about=“1dap://ldap.deis.unibo.it/profile#WICoCoTermProf">

<ccpp: component >
<rdf:Description rdf:about=“ldap://ldap.deis.unibo.it/profile#TerminalSoftware">
<rdf:type rdf:resource="1ldap://ldap.deis.unibo.it/schema#SoftwarePlatform">
<ex:name>WindowsCE</ex:name>
<ex:version>4.0</ex:version>
<ex:vendor>Microsoft</ex:vendor>
</rdf :Description>
</ccpp: component >

<ccpp : component >
<rdf :Description rdf:about=“1dap://ldap.deis.unibo.it/profile#TerminalBrowser">
<rdf:type rdf:resource="1ldap://ldap.deis.unibo.it/schema#Browser">
<ex:name>Mozilla</ex:name>

<ex:formatSupported> <rdf:Bag>
<rdf:lis>txt</rdf:1i>
<rdf:1i>c-HTML</rdf:1i>
<rdf:lis>mp3</rdf:1i>
</rdf:Bag> </ex:formatSupporteds>
</rdf :Description>
</ccpp: component >

</rdf :Description>
</rdf :RDF>
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Abstract

Trust negotiation is a promising approach for establishing trust in open systems like
the Internet, where sensitive interactions may often occur between entities at first
contact, with no prior knowledge of each other. In this chapter we present Trust-X, a
comprehensive XML-based XML framework for trust negotiations, specifically conceived
for a peer-to-peer environment. We also discuss the applicability of trust negotiation
principlesto mobile commer ce. Weintroducea variety of possible approachesto extend
and improve Trust-X in order to fully support mobile commerce transactions and
payments. In the chapter, besides presenting the Trust- X system, we present the basic
principles of trust negotiation.
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| ntroduction

Computer systems have traditionally had centrally managed security domains. Every
entity that can access such systems has one or more identities in that domain. The
underlying assumptionisthat entitiesinthe system already know each other. Therefore,
the system relies on party identities to grant or deny authorizations.

Aswemovetowardsaglobally Internetworked infrastructure, likethe Internet, interac-
tionsinvolving strangersaredramatically increasing. | n particul ar, transactionsbetween
companies and their cooperating partners or customers are becoming of everyday use.
Furthermore, advances in technology enable users to perform commerce transactions
through the use of mobile systems, adding new requirementsto thetraditional scenario.
Nowadays, companies of all sizesare ableto conduct business without worrying about
the territorial market limitations of the past. In such a complex scenario, traditional
assumptions for establishing and enforcing access control regulations no longer hold.
Theentitiesneed not only to authenticate each other, but al so to trust each other in order
to exchange sensitiveinformation and resources. I nteractionsarefurther complicated by
thefact that usually theinteracting entities belong to different security domains, or can
change domains during a transaction if they are mobile users, and/or do not have any
pre-existing relationships.

Traditional attemptsto establish trust in open systems either minimize security measures
or assumethat partiesarenot strangersand can present alocal i dentity to obtain services.
Accordingto such paradigm each subjectisuniquely identified by an1D (e.g.,|ogin name,
IP address) that is the means for proving the subject’s trustworthiness. However,
identity-based methods for establishing trust are not feasiblein an environment like the
Wehb. In such an environment, properties other than identity are crucial in determining
parties trustworthiness.

A promising approach in thisrespect isrepresented by trust negotiation (TN) (Seamons
& Winslett, 2001), according to which trust is established through amutual exchange of
digital credentials. Disclosure of credentials, in turn, must be protected by the use of
policies specifying which credentials must be received before the requested credential
can be disclosed.

A trust negotiation system, thus, relies on digital credentials held by the negotiating
parties, withthegoal of establishing mutual trust before completing thetransaction. This
approach allows parties having no pre-existing relationships to confidently perform
sensitive interactions.

One of the most interesting applicationsfor trust negotiation systemsis represented by
e-commerce applications. An e-commerceapplicationtypically carries out commercial
transactionsonthe Web, such asbuying and selling products, or variousother activities,
such as supply chain management. Trust negotiation systems represent a powerful
means to conduct business transactions, very often characterized by the fact that the
interacting entities are unknown to each other and need to establish asufficient level of
trust to completethetransaction. Mobilecommerce, in particular, isanimportant branch
of e-commercerequiring additional trust establishment capabilities. Inanutshell, mobile
commerce provides consumers with secure, faster and personalized services and is
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becoming one of the most important wireless applications. Mobile commerce is avast
area of activity comprised of transactions with monetary value conducted viaamobile
device. Moreand more peopl e prefer m-commerce servicesand truly enjoy these prompt
services.

Although the problem of trust negotiations performed using typical desktop computers
hasbeen thoroughly explored, theissue of negotiationsinvolving mobiledevicesisstill
an unexplored research area. Thisisapromising and challenging research area, astrust
negotiation systems have a number of features that might be exploited to develop
efficient and powerful mobilenegotiation systemsfor conducting businesstransactions.

This chapter is devoted to present the basic principles of trust negotiation and its basic
building blocks. Then, asan example of trust negotiation system, we present Trust-X, a
framework we have devel oped providing acomprehensive solution to trust negotiation
management. Trust-X providesboth an XML based languagefor expressing policiesand
credentials and amethodology and related algorithmsfor carrying on negotiations. We
end the chapter by discussing the applicability of trust negotiation principlesto mobile
commerce. We introduce a variety of possible approaches to extend and improve
Trust-X in order to fully support mobile commerce transactions and payments. In
presenting such approaches we refer to a set of open issues we have identified and that
have to be taken into account while redesigning the system.

More precisely, this chapter is organized as follows. Next section summarizes basic
concepts underlying trust negotiation. The following two sections are devoted to
Trust-X. Then, we survey related work and compares Trust-X with some of the most
relevant proposalsinthenegotiation area. Finally, wediscussthe use of Trust-X inmobile
commerce applications and identify open research issues, and conclude the chapter by
outlining future research directions. The chapter also contains an appendix, reporting
formal proofs.

Trust Negotiation: Basic Concepts

A trust negotiation consists of abilateral disclosure of digital credentials, representing
statementscertified by given entities, which can beused for verifying propertiesof their
holders. Typically, atrust negotiationinvolvestwo entities, namely aclient, that is, the
entity asking for a certain resource, and a server, that is, the entity owning (or more
generally, managing access to) the requested resource. The notion of resource com-
prises both sensitive information and services, whereas the notion of entity includes
users, processes, roles, and servers. Resource disclosure is protected by a set of
policies.

A trust negotiation is basically peer-to-peer: both negotiation entities may possess
sensitive resources to be protected and thus must be equipped with a compliant
negotiation system. Trustisincrementally built by iteratively disclosing digital creden-
tials in order to verify properties of the negotiating parties. Credentials are typically
collected by each party in appropriate repositories, also named profiles. Disclosure
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policies govern access to protected resources by specifying credential combinations
that must be submitted in order to obtain authorizations. The overall interaction process
between partiesis usually carried out through software components such as browsers,
user agents, and wrappers (Subrahmanian et al., n.d.).

Thefundamental elementsof trust negotiationsarethusdigital credentialsand policies,
discussed in the remainder of this section.

D_igital Credentials

Digital credentials are assertions describing one or more properties about a given
subject, referred to as the “owner,” certified by trusted credential authorities (CAS).
Entities are thus identified and described through a set of digital credentials.

Like paper credentials that subjects carry in their wallets, digital credentials state
propertiesabout their owners. Typically, adigital credential containsaset of attributes,
specified using name/val ue pairs, that are signed by the issuer’ s private key and can be
verified using the issuer’s public key (Stallings, 1999). To achieve unforgeability and
verifiability, digital credentialsareusually implemented using the X.509 V 3 standard for
public key certificates. However, since the X.509 certificates were not conceived for
online negotiations they do not efficiently support either the notion of attribute or
protect privacy. As aresult, other formats have been recently proposed that can better
support entities’ property description (Bertino & Ferrrari, 2003). An example of these
proposalswill be presented later on in the chapter. Finally, in order to increase privacy
guarantee and non-forgeability, alternative certificate formats (Brands, 2000; Persiano
& Visconti, 2000) have also been devel oped. These approaches rely on the possibility
of selectively disclosing attributes within credentials, so that only the required subset
isdisclosed to the counterpart. I n particular, to achieve thisgoal Persiano et al. in 2002
introduced the SPSL protocol extending the transport layer security protocol, whereas
Brands introduces a number of techniques for designing private credentials and
protocols for issuing and disclosing private credentials.

Disclosure Policies

To automate trust negotiation, each party must specify disclosure policies to regulate
access to sensitive resources such as services, data, credentials or even policies
themselves. Policies are usually expressed as constraints against the credential s of the
interacting partiesand their attributes. Further, depending ontheir contents, credentials
themselves may be sensitive and thus their disclosure may be regulated by ad-hoc
disclosurepolicies. For example, acredential may contain non-public attributesabout an
individual, such as a credit card number.

Disclosure policies, in turn, may be regarded as sensitive information because they are
often related to the business and governance processes of organizations. For example,
the Web site for a secret joint venture of two companies might be protected by policies
that limit access to particular employees of those companies. Outsiderswho accessthe
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policiesmay infer information about thetype of engagement between the companies, and
take advantage of such information. Therefore, recent researchers consider disclosure
policies as sensitive as other resources and provide mechanisms for their protection
(Winslett & Seamons, 2002).

Besidesgeneral purposepolicy languages (Damianou, Dulay, Lupu & Sloman, 2001), a
number of policy languagesespecially conceived for encoding security information used
intrust negotiationshave been proposed (Bonatti & Samarati, 2000; Herzberg & Mihaeli,
2000; Winshorough & Li, 2002). Anexampleof trust negotiation policy languageisgiven
in the next sections, where we present X-TNL, the XML based language supported by
Trust-X.

Trust-X: A Comprehensive Framewor Kk
for Trust Negotiations

Trust-X isasystem providing acomprehensive approach to all aspects of anegotiation.
Building blocks of Trust-X are an XML -based language, named X-TNL, for specifying
Trust-X certificatesand policies, and an architectureand rel ated al gorithmsfor managing
negotiations. InBertino and Ferrari (2003) we have presented thelanguagefor specifying
certificates. In this chapter we mainly focus on disclosure policies and present the
Trust-X architecturefor negotiation management. A Trust-X negotiation consists of aset
of phasesthat are sequentially executed. Trust-X negotiations maximize the protection
of the involved resources; indeed, certificates and services are disclosed only after a
complete counterpart policy evaluation, that is, and only when the parties have found
a sequence of certificate disclosures that makes it possible to release the requested
resource. Additionally, both parties can drive the steps of the negotiation by selecting
the adopted strategy from avariety of alternative strategies, and thus can better trade-
off protection and efficiency.

An Example of Trust Negotiation

We now introduce a basi c exampl e of atrust negotiation, which we will use throughout
thissection asarunning exampletoillustrate the basic functionsof Trust-X anditsmain
features.

KTH isaflight company selling electronic flight tickets to travel around Europe. We
assumethat KTH and all theentitiesinteracting with KTH are characterized by aprofile
of certificates, describing properties of the owners. Additionally, each party has
specified a set of disclosure policies to protect credentials and services.

Aliceisastudent wishing to purchase aflight ticket to KTH airline. As Alice browses
the site, shefills out the booking form on the Web, checking aform box to indicate that
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Figurel. Sketch of atrust negotiation process (I nthe exampl e, negotiating participants
perform a TN in which the client obtains a service after exchanging policies and
credentials with the server.)

Alice Flight Company

Flight ticket request g :

¥

policy base _ T

j policies (Student_Int_cCard,

user

Flight Ticket granted

shewishesto take advantage of aspecial offer. Upon receipt of the reservation request,
KTH asksfor avalid credit card or her account credential, issued by KTH as afrequent
flyer, and acurrent international student card. Alice hasboth the account with KTH and
avalid credit card. Suppose she does not want to use her account as frequent flyer. She
iswilling to disclose her student card to anyone under certain privacy guarantees, but
shewill only show her credit card to members of the Better Business Bureau. Alice may
specify such security requirementsby meansof disclosure policies, exchanged following
the protocol sketched in Figure 1. The same can do KTH to express the requirements
needed to sell aflight ticket. In thefollowing, wewill show how this negotiation can be
carried onintheframework of Trust-X.

X-TNL Trust Negotiation Language

Inthissection, wepresent X-TNL (Bertino & Ferrari, 2003), the XM L -based languagewe
have devel oped for specifying Trust-X certificates and policies. The language provides
aflexible way of qualifying the parties involved in the negotiation, which relies on a
distinction between credentials and declarations. Additionally, it provides an expres-
sive XML encoding of disclosure policies, where a disclosure policy regulates the
disclosure of aresource by imposing conditions on both credentials and negotiations.
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The language we provide has been especially conceived for handling multiple and
heterogeneouscredentialsandit isflexibleenough to expressawiderangeof protection
requirements.

Wefirst present the credential language, that is, the language encoding credentials and
declarations. Then, wepresent X-TNL disclosurepolicies, thatis, policiesregulating the
disclosure of resources by imposing conditions on the certificates the requesting party
should possess.

Credential Language

Constructs of X-TNL include the notion of certificate, which is the means to convey
information about the profile of the partiesinvolved inthenegotiation. A certificate can
be either a credential or a declaration. A credential is a set of properties of a party
certified by acertification authority, whereas declarations contai n i nformation that may
help the negotiation process, such as for instance specific preferences of one of the
parties, but that do not need to be certified.

Asfar ascredentialsareconcerned, X-TNL simplifiesthetask of credential specification
because it provides a set of templates, called credential types, for the specification of
credentialswith similar structure. In X-TNL, acredential typeismodelledasaDTD and
acredential asavalid document with respect to the corresponding credential type. Each
credential isdigitally signed by theissuer credential authority, accordingtothe standard
defined by W3Cfor XML signatures. A credential isaninstanceof acredential type, and
specifiesthelist of property values characterizing agiven subject. A Trust-X credential
isthusavalid XML document conforming to the DTD modelling of the corresponding
credential type. Figure 2 showsan exampleof credential, containing the basicinformation
about aFrequent_Traveller. Notethat, aseach Trust-X credential, theFrequent_Traveller
credential hasaset of default attributes, namely, SENS, CREDID and Clssuer. The CREDID
and Clssuer attributes specify thecredential identifier and theidentity of theissuer of the
credential, respectively. By contrast, the SENS denotes the degree of sensitivity of the
information contained in the credential. This attribute takes values from a set v of
sensitivity levels, defined according to the considered domain. Throughout the chapter,
weassumev ={HIGH, NORMAL, LOW} .

By contrast, declarations are sets of data without any certification; therefore they are
stated by their owner. Declarations can be considered as self-certificates, collecting
personal information about the owner. This kind of certificate thus provides auxiliary
information that can help the negotiation process. For instance, a declaration named
customer_info may describe the habits of a given subject for what concern travels.

InX-TNL,wesimply defineadeclarationasavalid XML document. Likecredentials, also
declarationsarestructuredinto declarationtypes, thatis, DTDsto which the correspond-
ing declarationsconform. Figure 3 showsthe Trust-X representation of the customer_info
declaration. The declaration describes Alice's personal information about her travels
with KTH airlines. This declaration can be used to communicate Alice's personal
preferences during negotiation withaKTH Airline.
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Figure 2. An example of Trust-X credential

<FREQUENT TRAVELLER CREDID='12AB', SENS= 'NORMAL'>

<ISSUER HREF='HTTP://WWW.CORRIER.COM'
TITLE=CORRIER\ EMPLOYEES REPOSITORY/>

<NAME >
<FNAME> ALICE </FNAME>
<LNAME> WHITE </LNAME>
</NAME >
<ADDRESS> GRANGE WOOD 69 DUBLIN </ADDRESS>
<CITIZENSHIP> IRISH </CITIZENSHIP>
<CARD\_NUMBER CODE=34ABN/ >
<E_MAIL> O.WHITE@YAHOO.COM </E MAIL>
<DEPARTMENT> AGENCY 45 </DEPARTMENT>
<POSITION> DRIVER </POSITION>
</FREQUENT TRAVELLER>

Figure 3. An example of Trust-X declaration

<customer_info>

<name>

<Fname> Alice </Fname>

<Iname > White</Iname>

</name> <flight_class> business traveller </flight_class>
<meal_preferences >

< vegetarian>

</meal_preferences >

<preferred_travelling_time> 9AM-8PM </preferred_travelling_time>
<favorite_route > Dublin-Rome </favorite_route>
<collected_miles> 1220 </collected_miles>

</customer_info>

Data Sets and X-Profiles

All certificatesassociated with aparty arecollected intoitsX-Profile. To better structure
credentialsand declarationsinto an X-Profile, each X-Profileisorganized into data sets.
Each data set collects a class of credentials and declarations referring to a particular
aspect of thelifeof their owner. For instance, Demographic Data, Education, and Working
Experienceareexamplesof possibledatasets.! For example, Alice’ scertificatesconcern-
ing working experiences can be collected in the Working Experience data set. In this
group of digital documentswecanfind Alice’ swork license number, adigital copy of her
last job contract and some uncertified information about her precedent job experiences.
Organizing certificatesinto datasetsfacilitatestheir retrieval during negotiation because
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all certificates collected in the same data set arelogically related. Data sets can then be
used to refer to a set of homogeneous declarations or credentials as a whole, and this
can facilitate their evaluation and exchange during negotiation.

Disclosure Policies Language

Trust-X disclosure policies are specified by each party involved in a negotiation, and
state the conditions under which a resource can be released during a negotiation.
Conditions are expressed as constraints against the certificates possessed by the
involved parties and on the certificate attributes. Each party adoptsits own policiesto
regulaterelease of local information and accessto services. Likecertificates, disclosure
policiesareencoded using X-TNL (Bertino, Ferrari & Squicciarini, 2003). Additionally,
Trust-X policiescanalsobeformalized aslogical rules. Inthefollowing, wepresent such
logical representation, since it makes easier explaining the compliance checker mecha-
nisms and runtime system algorithms.

Beforeintroducing the notion of disclosure policy, we need to introduce some prelimi-
nary concepts. Wefirst introduce the notion of R-Term. An R-Term univocally denotes
aresourceoffered by aparty. A resourcecan beeither acertificate, or aservice. By service
we mean either an application that the requesting party can execute, for instance for
purchasing goods, or an access to protected data, such as for instance medical data.
Formally, an R-Term can be considered as a structured object identified by aname and
some properties, and is modelled as an expression of the form
resource_name(attribute_list), where resource_name is the name of the resource, and
attribute list isapossible empty list of attribute names characterizing the resource. If
the resource is a certificate-type the list of properties consists of the attribute and tag
names contained in its XML encoding. Resource properties are used to express con-
straints on the resource release when specifying disclosure policies. We use the dot
notation to refer to a specific attribute of a resource, that is, we use R.a to denote
attribute a of aresource R. Expressions of theform R.aare called resour ce expressions.

Example 3.1

Examplesof R-Termsfor our running exampleare:

1  Flight_Ticket(customerCode, from, to, departure, return, class):

it denotes an online flight ticket buying service. The service is characterized by
a set of attributes required to customize the purchasing, such as the requester
code, (if any), theroute (attributes from and to), the travelling days (departure
date and return date), and the flight category.

2 Frequent_Traveller():
it denotes the credential type Frequent_Traveller.
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Wenow review thenotion of certificate conditionsand terms. These conceptshave been
already presentedinour previouswork (Bertino, Ferrrari & Squicciarini, 2004) toformally
definethe Trust-X policy language. Informally, certificate conditions and terms can be
regarded as the building blocks used to compose disclosure policies. More precisely, a
certificatecondition C isan expression of theformaop expr, where: adenotesan element
tag or an attribute namein a certain credential type; op is acomparison operator, such
as <,>,=,#,2; expr canbeeither aconstant or aresource expression, compatiblewith
thetype of a. Terms, in turn, are expressions of theform P(C) or P() where: Pisa
Trust-X certificatetype; and Cisalist of certificateconditions C,...C _against P. Theform
P() denotes aterm without conditions.

Example 3.2

Thefollowing are examplesof terms:

i T,=CreditCard(Release_year >1998);
i T,=Frequent_Traveller(code=Flght_Ticket.customerCode).
. T,=Id_Card().

T, is a term denoting a credit card, containing a certificate condition against the
Release_year attribute. Similarly, T, is aterm for the Frequent_Traveller credential,
specifying acredential condition against attribute code. Finally, thelast term denotesa
term without any conditions, that is, Id_Card.

In the remainder of the chapter, we say that a certificate X-Cert satisfiesaterm P(C), if
X-Cert is of type P and satisfies all the conditions specified in C. Additionally, givena
term, we use the notation P(7) to denotethe certificatetypein T, and C(T) to denote the
certificate conditionsin P.

We are now ready to formally define disclosure policies.

Definition 3.1.
DisclosurePalicies: A disclosurepolicy isan expression of one of thefollowing forms:

1 R€T,T,,....,T,nz1, where 7, T,...., T aretermsandR istheResource_name

component of an R-Term.
2 R<DELIV, where R is the Resource_name component of an R-Term. These
policies are called delivery policies.

A disclosure policy specifieswhich kind of certificates aparty should possessin order
to obtain access to aresource owned by the other party. Delivery policies are specified
for resources that do not contain sensitive information, and can be released whenever
requested.
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Example 3.3

Consider the negotiation sketched in. As already mentioned, a special fare is offered
either to frequent travellers or to students. Suppose that the server already knows
frequent customers possessing the Frequent_Traveller credential and hasadigital copy
of their credit cards. By contrast, flight tickets are available on payment for unknown
customers, who have to submit adigital copy of their student international card issued
by a state member of EU to obtain a special fare, and a valid credit card. These
requirements can be formalized by the following disclosure policies:

i Flight_Ticket&<Frequent_Traveller(code=Flght_Ticket.customerCode);

i Flight_Ticket&Student_Int_Card(age<25,issuer=EU),Credit_Card
(ExpirationDate>Flight_Ticket.ReturnDate).

Intheremainder of thischapter wesay that adisclosurepolicy R&T,, T,,...., T specified
by one of the partiesinvolved in the negotiation is satisfied if theright side elements of
the policy are all satisfied by the counterpart X-Profile.

Trust-X policies are thus defined for protecting both services and certificates. Indeed,
the left side element of a disclosure policy can denote either a service identifier or a
certificatetype. Different expressionshaving the same element R on theleft side denote
alternativepoliciesequally valid to obtain R. Termson theright side of apolicy specify
conditions for the release of R. Each resource R can be disclosed only if one of the
corresponding policiesis satisfied. In addition, the disclosure policy language may be
adopted to define prerequisite information. Such policies denote conditions that must
be satisfied for aresource request to be taken into consideration, and are therefore used
at the beginning of the negotiation process, as explained in the next sections.

Trust-X Architecture

As shown in Figure 4, Trust-X is composed by several components. Further, Trust-X
architecture is symmetric and peer-to-peer; therefore the terms client and server are
simply used as a convenient way for distinguishing parties during negotiations. The
goals of the system components are essentially the following: supporting policy
exchange, testing whether apolicy issatisfied, and supporting certificate exchange. Each
of those functionsis executed by a specific module of Trust-X. Facet modules may also
be added to makethe negotiation easier and faster, but we omit themto focusonthe most
relevant components. The system is composed of a policy base, storing disclosure
policies, the X-Profile associated with the party, atree manager, storing the state of the
negotiation, and acompliance checker, to test policy satisfaction and determinerequest
replies.

Each negotiation participant hasaTrust-X profileof certificates, conformingtothe X-TNL
syntax summarized in the previous section. Unlike traditional approaches, during a
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Figure 4. Trust-X architecture

CLIENT SERVER

COMPLIANEL COMPLIAN CE

CHECKER

negotiation mutual trust might be established betweentheclient and theserver: theclient
has to show its certificates to obtain the resource, and the server, whose honesty is not
always assured, submits certificates to the client in order to prove its trustworthiness
before receiving sensitive certificates. Disclosure of information and certificates is
regulated by disclosure policies, which are exchanged to inform the other party of the
trust requirements that need to be satisfied to advance the state of the negotiation. We
elaborate on the trust negotiation process in the following section.

Trust-X Negotiations

In this section we focus on the approach used in Trust-X for policy disclosures during
negotiation. Trust-X adopts a cautious strategy, distinguishing between policy ex-
changeand certificatesand/or resourcedisclosure. Thisdistinctionresultsinan efficient
and effective protection of all the resourcesinvolved during negotiations. Certificates
and servicesaredisclosed only after acomplete counterpart policiesevaluation; that is,
only whenthe partieshavefound asequence of certificatedisclosurethat makespossible
therelease of therequested resource, according to thedisclosure policiesof both parties.
Inthefollowing, we assumethat both parties are Trust-X compliant. However, it isalso
possible to carry on negotiations even between parties that do not adopt the same
negotiation language, simply by adding atransl ation mechanism. A Trust-X negotiation
is organized according to the following phases:

i Introduction. It is the starting phase of a negotiation. A client contacts a server

requiring aresource R. The server may react by asking prerequisite information,
if necessary. Prerequisiteinformationisgeneral conditionsthat must be satisfied
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to start processing the resource request, independently from the result of the
request. Moreover, these conditions are usually independent also from the re-
guested resource. For instance, a server providing services only to registered
clients, before eval uating the requirements for the requested service, can ask the
counterpart for the login name. If the client is not registered thereis no reason to
further proceed. The introductory phase may also be used to collect information
about the client preferences or needs. For instance, in the Flight ticket scenario,
the server may ask the customer to submit the customer_info declaration, if any, in
order to better satisfy client requirements.? If the client does not assume honesty
of the server it can, in turn, ask some prerequisite information to the server. Such
aphase is therefore composed of a small number of simple messages exchanged
between the two parties.

i Policy evaluation. During this phase, both client and server communicate disclo-
sure policies adopted for the involved resources. The goal is to determine a
sequence of client and server certificatesthat when disclosed allow the rel ease of
the requested resource, in accordance to the disclosure policies of both parties.
Thisphaseiscarried out asaninterplay between the client and the server. During
each interaction one of the two parties sends a set of disclosure policies to the
other. The receiver party verifies whether its X-Profile satisfies the conditions
stated by the policies, and whether itslocal policy base containspoliciesregulating
the disclosure of the certificates requested by the policies sent by the other party.
If the X-Profile of thereceiver party satisfiesthe conditions stated by at |east one
of thereceived policies, the receiver can adopt one of two alternative strategies.
It can choose to maximizethe protection of itslocal resources, by replying to only
one policy at a time, thus hiding the real availability of the other requested
resources. Alternatively, it can reply to all the policiesin order to maximize the
number of potential solutions for negotiation and thus speed up the overall
process. Otherwise, if the X-Profile of the receiver party does not satisfy the
conditionsstated by thereceived policies, thereceiver informsthe counterpart that
it does not possess the requested certificates. The counterpart then sends an
alternativepolicy, if any, or haltsthe processif no other policiescanbefound. The
interplay goes on until one or more potential solutions are determined; that is,
whenever both client and server determine one or more set of policiesthat can be
satisfied for all the resources and certificates involved. The policy evaluation
phaseismostly executed by the compliance checker, whose goal isthe evaluation
of remotepolicieswithrespecttolocal policiesand certificates(certificatescan be
locally availableinthe X-Profileor can beretrieved through certificatechains), and
the selection of the strategy for carrying out the remainder of the negotiation. To
simplify the processatree structureisused, explained in detail inthe next section,
which is managed and updated by the tree manager. Note that no certificates are
disclosed during the policy evaluation phase. The satisfaction of the policiesis
only checked to communicate to the other party the possibility of going on with
the process and how the process can actually be executed.

i Certificate exchange. This phase begins when the policy evaluation phase
determinesoneor moretrust sequences®to successfully complete the negotiation.
A trust sequence determines a list of sets of certificates where the disclosure of
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each set of certificates in the list represents a condition for atrust release of the
certificatesfollowingit inthelist. Several trust sequences can be determined for
the same negotiation and several criteria can then be used by both the client and
the server to select one of the possible trust sequences. Examples of these criteria
include the number of involved certificates, the sensitivity of their content, the
expected |ength of the negotiation, or the number of certificate chainsthat need to
betraversed. Oncethe partieshave agreed on asequence, the certificate exchange
phase begins. Each party disclosesits certificates, following the order defined in
the trust sequence, eventually retrieving those that are not immediately available
through certificate chains. Functions required to carry out certificate disclosure
are: verification of certificate contents, check for revocation, check validity dates,
and authentication of ownership (for credentials). The process ends with the
disclosure of the requested resource or, if any unforeseen event happens, with an
interruption. If the failure is caused by dishonest behavior of one of the parties,
forinstanceaparty disclosesarevoked certificate, thenegotiation fails. Otherwise,
if it is due to events not related with parties' trustworthiness, for instance
interruption of connection, the negotiation is restarted, repeating certificates
exchange. If it is not possible to complete the certificate exchange for the inter-
rupted sequence, one of the alternative trust sequences determined at the begin-
ning of this phase is chosen.

Note that thereis asignificant difference between the first and the other two phases of
a Trust-X negotiation. The introductory phase is executed following a static protocol,
since it is simply a fixed exchange of information that is necessary for starting any
negotiationinvolving the considered parties. By contrast, the second and the beginning
part of the third phase are dynamic and may evolve in several ways.

Next two sections are thus devoted to the policy evaluation phase and the certificate
exchange phase, sincethey are the most complex and interesting phases of the negotia-
tion process.

Policy Evaluation Phase

In this section, we focus on the key phase of a Trust-X negotiation, that is, the policy
evaluation phase. This phase consists of a bilateral and ordered policy exchange. The
compliance checker modul e of each party, upon receiving adisclosurepolicy, determines
if it can be satisfied by queryingthelocal X-Profile. Then, it checksinitspolicy basethe
protection requirementsassociated with the certificates satisfying thepolicy, if any. The
progress of a negotiation is recorded into a specific data structure, called negotiation
tree, managed by the tree manager, which is described in the next section.
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Negotiation Tree

A negotiation tree specifies a set of negotiation paths, where each path denotes a
possible trust sequence. The path also keepstrack of which certificates may contribute
to the success of the negotiation, and of the correct order of certificate exchange.

Upon the end of the introductory phase, each party maintains a copy of a negotiation
tree, rooted at the requested resource R. The policy evaluation phase ends when at | east
one trust sequence (corresponding to a path in the tree) is found or there is no
compatibility between the policiesof the parties. If no trust sequence can be determined
the phase ends with a failure message. Otherwise, the subsequent phase is executed.

In defining a negotiation tree we make use of afunction, called Eval, that receivesas
input aterm T and an X-Profile, and returns TRUE if the X-Profile contains acertificate
satisfying T, and FAL SE otherwise.

Definition 4.1.

Negotiation Tree: LetSbeaserver and C beaclient. Let PB_and PB_bethe policy bases
associatedwithSandC, respectively. L et X-Prof_ and X-Prof _bethe X-Profilesassociated
with S and C respectively. Let R, be the resource requested by C to S. A negotiation tree
NT=<N, R, E>forR, S, and C isafinitetree satisfying the following properties:

i N (the set of nodes) is a set of triples:
n=<T, state, party>
where:
e Tisaterm;
e state denotes the current state of the node;

e party E e {C, S} denotes whether the node belongsto C or S;

i R =<R, state, S>isthe root of thetree;
i E (the set of edges), where each e € E has one of the following forms:4

* simpleedge SE: e=(n,n,), n,n,e N belongsto SE if both the following
conditions hold:

* [Eval(T(n), X-Prof )= TRUEA T(n)) « T(n,) € PB, or Eval(T(n), X-
Prof,)= TRUEAT(n) < T(n)e PBJor[ T(n)=RAR« T(n)e PB];

* [(Eval(T(n),X-Prof )= TRUE) A (Eval(T (n,), X-Prof )= TRUE)] v (Eval(T(n,),
X-Prof)=TRUE) A (Eval(T (n,), X-Prof )= TRUE)];

i multi edge ME: e={(n,n,),....,(n,n)} n,n,,..,n e N belongsto ME if both the
following conditions hold:
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* [Eval(T(n), X-Prof )= TRUEA T (n) <~ T(n,),..., T(n,) € PB, or Eval(T(n),
X-Prof )= TRUEA T(n) < T(n,),..., T(n) € PBJor [ T(N)=RAR« T(n,),
.oy T(n) € PB,];

* [(Eval(T (n),X-Prof )= TRUE) A (Eval(T(n,), X-Prof )= TRUE) A...A (Eval(T (n,),
X-Prof)= TRUE)] v [(Eval(T (n), X-Prof )= TRUE) A (Eval(T (n,), X-Prof )=
TRUE) A...A (Eval(T(n,), X-Prof )= TRUE)]

i The state of a node n can assume one of the following two values:
e DELIV,if oneof thefollowing conditions holds:

* [T(n)«<-DELIV e PB_AEval(T(n),X-Prof )= TRUE]v T(n) <~ DELIV € PB
A Eval(T(n), X-Prof )= TRUE]

* ifde=(n,n)e SEsuchthat [state(n,)=DELIV]or[Fe={(n,n,),...,(n,n)}
€ MEandVi e [1,k], state(n)=DELIV];

¢ OPEN, if one of thefollowing conditions holds:
e ife=(n,n)e SE andstate(n,)=OPEN;
e if {e=(n,n),....,(n,n)} € ME and3 ie [1,k] suchthat state(n)=OPEN;

* Ve=(nn) e SE if party(n)=C then party(n,)=Sand V e={(n, n)),...,
(n, n)} € ME if party(n)=C then party(n,)=S,..., party(n,)=S, and vice
versa.

A negotiationtreeisthusaparticular treethat evol vesduring the policy eval uation phase
through addition of disclosure policies by one of the parties. Graphically, nodes are
represented as labelled circles. Figure 5 shows three steps of the construction of a
negotiation tree. The example shows a negotiation tree for our Flight Ticket scenario.

A negotiation tree may containtwo different kindsof edges: multi and simple, whichare
the result of the different kinds of policy that can be expressed in our language. Multi
edges are the result of policies having right side elements with more than one term;
therefore, these edges model termsin conjunction. By contrast, simple edges are used
tomodel policieshaving only oneterm on theleft sidecomponent of theassociated rule.

A simpleedgeismodelled asadirectedline, whereasamulti edgeisrepresented as many
edges as the terms in the corresponding policy, linked by an arch. For example with
respect to Figure 5, at step 2, the evaluation of policy: R«Credit_Card(...),
Student_Int_Card(...)° resultsin amulti edge connecting node n, with nodes n, and n..
The state associated with a node denotes the possibility of finding a trust sequence
containing the corresponding term. Intuitively, if the state of anode nis DELIV, this
means that there exists a trust sequence containing T(n). In the example above, the
request for the server certification from the Better Business Bureau, named BBB, does
not need further requirements, and thusthe corresponding nodeistagged DEL V. When
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Figure 5. Negotiation tree building
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Rz-Frequesnt_Traveller].....)
Re-Student_lnt_Card(....) Credit_Cardl.....),

CLIENT POLICIES:

Student _Card<-PRIVACY_WARRANTY()
Credit_Card{)<-BEB{);

Fraquent_Traveller(j< Business_Affiliation();

anew nodeisappended tothetreeduring the policy evaluation phase, itsstateisinitially
setto OPEN, meaning that thetree may evolve, through addition of childrentothat node.
Then, it changesitsstateto DELIV when at |east one of itschildren hasaDELIV state,
or there exists a delivery policy associated with its term (meaning that there are no
additional protection requirements specified for such term). In case of multi edgesitis
requiredthat thestateof all thelinked childrenbe DELIV. Withreferenceto Figure5, the
root node n, is labelled OPEN until the evaluation of disclosure policies
Privacy_Warranty«-DELIV (whosecorrespondingtermisinnoden. ) and BBB«-DELIV
(whose corresponding term isin node n,) is completed, as shown in Figure 6.

OPEN nodes may have different evolutions. For instance, suppose that a Web server
requires a certificate to a subject proving that the country that issued the subject birth
certificateisalegal country. Likely, that kind of certificate does not belong to the birth
certificate owner but to the issuer country, and, consequently, it is not immediately
available. However, the subject may gather it using acredential chain. Thedisclosureis
not certain, so the corresponding nodeis set to open. Alternatively, anode may be open
al so to maximize protection of policies and resources: aparty may chooseto reply only
for one node at a time, without submitting policies for the other resources involved.
Consequently, the tree evolves naturally giving priority to those solutions that can be
locally solved.

Multi Path and Trust Sequences

The negotiation tree signals a potential trust sequence when it contains a multi path
composed of all delivery nodes. We use the term multi path to outline the fact that the
path may include multi edges, and consequently more brothers may be part of a path.1
Valid multi pathsareformally defined asfollows.
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Definition 4.2.

Valid Multi path: LetNT=<N, R, E>beanegotiationtreeof height h. A valid multi path
mpon NTisapartially ordered list of set of nodes[S,,...,S,], where S e 2", i e [1K],
k > h such that:

i S =R;
i The state of eachnodein S, i € [1,k] isDELIV;

i Thenodesineachset S,ie [1,k],al refereithertoCor S thatis,Vne S,ie [1K],
party(n) = C (or party(n) = S);

i All the non leaf nodesin the setsbelonging to thelist arelinked either by asimple
edge or by amulti edge to one of the nodesin the sets following them in thelist.
Formally,V S, S,,€ mp:

e if |S|=|S,,|=1, and the unique nodein S isanon leaf node, then there must be

in E asimple edge connecting the unique node in S, to the unique nodein S, ;;

e if|S[=1,[S,,|> 1, and the unique nodein S isanon leaf node, then there must
exist in E amulti edge connecting the unique nodein S to all thenodesin S, ;

* if|S|=m,m>1,thenV n e S, j € [1,m] such that n isanon leaf node:

e if|S,|=1, thentheremust existin E asingleedge connecting n totheunique
node in S

|+1;
e if|S, [>1thenthere must existin E amulti edge connecting n to all nodes
inS, ..
1+1

Figure 6 shows two multi paths valid for the considered negotiation.

A trust sequenceisalist of setsof certificateswhose ordered disclosureleadsto thegrant
of the requested resource, assuring at the same time the satisfaction of the disclosure
policiesof boththeinvolved parties. Thissequence can be obtained by simply grouping
the sets of nodes composing avalid multi path, starting from the last set of the path, in
such away that the resulting sequence will be composed of as many sets as the height
of thetree, each one containing certificates belonging alternatively to client and server
party. Formally, atrust sequence is defined as follows.

Definition 4.3.

Trust Sequence: Let S beaserver and C beaclient. Let PB_and PB_be the policy bases
associatedwithSandC, respectively. L et X-Prof and X-Prof_bethe X-Profilesassociated
with S and C, respectively. Let R, be the resource requested by C to S. A trust sequence
tsfor R, Sand C isaordered list of sets of certificates[C,,...,C ] such that:

i C=R;
i ForeachsetC, i e [1,n-1]:
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Figure 6. Examples of valid multi paths

SERVER POLICIES:
PRIVACY_WARRANTY()<-DELIV, SERVER POLICY:
BBB()<-DELIV BUSINESS_AFFILIATION<-DELIV

ny=<Flight Ticket, DELIV, S>

ns=<BBB(). DELIV, $>
ny;=<Privacy_Warranty(), DELIV, S>
ny=<Student_Int_Card(..........), DELIV, C>
ns=<Credit_Card(....) , DELIV, C>

ny=<Frequent_Traveller(...}, DELIV, S>
ng=<Business_Affiliation(...) . DELIV, C>
ny=<Flight_Ticket, DELIV, 5>

* All thecertificatesin C, belong either to C or S;

e Ifthecertificatesin C belongto C, then the certificatesin C,,, belong to S and
satisfy a corresponding policy of the form ¢, < T,..T , of C for each C, € C
p=1,...,|C|. Viceversa, if thecertificatesin C Belong toS, thenthecertificatesin
C.,, belong to C and satisfy a corresponding policy of the formc  «T,..T , of

i+ pi 1 n
S foreach ¢, € C p=1,...IC|.

Example 3.4

Consider theexamplein Figure 6. The pathsshowninthefigurearevalid multi paths. In
particular, the path ontheleftside, thatis, [{n }{n,, n.} .{n.} ,{n}], isavalid multi path
inthat: (1) n,={ R}; (2) Thestateof eachnodeisDELIV; (3) All thenonleaf nodesinthe
setsbelonging to thelist arelinked either by asimple or by amulti edgeto some of the
nodesin the setsfollowing themin thelist. For instance, {n,} and {n,,n.} arelinked by
amulti edge, and eachnodein{n,,n.} islinked by asimpleedgetoanodeinaset following
it in the list: n, is linked to n,, and n, to n,, respectively. By Definition 3.8, the
corresponding trust sequence is: [{BBB, Privacy Warranty}, {Student_Intl_
Card,Credit_Card}, { Flight_Ticket}]. Notethat the number of setsof certificatesinthe
trust sequence is equal to the height of the negotiation tree and each set contains
certificates, satisfied by adisclosure policy, belonging to C or S, alternatively.

Thefollowing theorem statestherel ationship between atrust sequenceand avalid multi
path. The formal proof isreported in Appendix.
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Figure 7. Example of redundant path and the negotiation tree after the pruning

SERVER POLICY:
BUSINESS_AFFILIATION<-FREQUENT_TRAVELLER(...)

3 S
ORC

ng=<Business_Affiliation(), open, $>

o ny=<Frequent_Traveller(} , open, C>

ng=<Frequent_Traveller(} , open, C>

Theorem 1

Let C be aclient requesting aresource R to a server S.

LetNT bethecorresponding negotiationtree. For eachtrust sequence TS=[C_,..,C ={ R}]
associated with thenegotiation, thereisavalid multi pathin NT consisting of all and only
thetermssatisfied by thecertificatesin TS. Additionally, for each valid multi pathinNT,
there is a corresponding trust sequence TS containing all and only the certificates
corresponding to terms in the path.

Repeated Nodes Detection

Since partiesarenot alwaysaware of counterpart policies, theeval uation of somepolicies
can be recursive and create cycles. Repeated terms can be easily detected in the
negotiation tree as soon as aterm appears twice in the same path. In this case, thetree
manager prunes the portion of the tree that creates the redundancy. The pruning is
executed from the last repeated node (aterminal node) to the first instance of the term
found going up towardsthetreeroot. Obviously, each termis pruned only if it does not
have any other edge in addition to the edge that creates the redundancy. Figure 7 shows
an example of pruning. Suppose that in the negotiation depicted in Figure 5 the server
adoptsapolicy stating that the submission of itsBusiness_affiliation card can be executed
only after receiving the Frequent_Traveller badge of the requester. In this case, nodes ny,
n,andn, arepruned becauseT(n,)=T(n,)=Frequent_Traveller, and party(n,) = party(n,)=C.

Note that the presence of many nodesin the negotiation tree referring to the same term
T(n,) and belonging to the same party, does not necessarily denote redundancy. Indeed,
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if therepeated termsare not inthe same path they do not denote arepetition and therefore
the tree does not need to be pruned. In such a case the detection of the repetition can
be exploited to speed up negotiation tree evolution. More precisely, consider two nodes
n, and n, suchthat T (n))=T (n,), connected to the root by different paths. If the state
of T(n,) isDELIV, it meansthat avalid multi path rooted at n, already exists. A pointer
can thus be used to link n, to n,, propagating the state of n, to n,. Asaresult, n, can be
immediately managed asaDELIV node, without the need of building again the sub tree
rooted at n,. By contrast, if the state of n, is OPEN and the height of the nodeislessthan
the current tree height the link is added anyway, in order to avoid redundant policies
exchanges, but the state of both nodes is not modified.

Example 3.5

With reference to the Example in Figure 5, suppose that the privacy warranty is
unprotected and the corresponding policy isadelivery policy. Asaresult, the states of
nodesn, and n, areupdated and becomeDEL IV (seeFigure8(a)). Moreover, supposethat
the server requiresthe Student_Int_Card asadocument in order to discloseits business
affiliation. A new node, |abelled n,, isthen added to thetree and linked to noden,, since
it refersto the same term. As aresult, the state of n, isimmediately set as DELIV, thus
introducing anew valid multi path, as shown in Figure 8(b).

Certificate Exchange Phase

Asremarked in the previous sections, both parties have acomplete view of the state of
anegotiation and consequently they can both be ableto determinevalid multi paths. The
existenceof avalid multi pathisthuscommunicated by thefirst party that, by processing
itspolicies, detectsthe path. If morethan onevalid multi pathisdetermined inthe same
step, the party analyzes each of them and establishes the associated trust sequences.

Figure 8. Example of link usage (shadowed nodes denote deliv nodes)

(a) {b)

nz=<Business_Affiliation(), open, S>

ny=<Frequent Traveller(....), open, C>
ng=<Student_Int_Card(....) . open, C> o

n;=<5Student_Int_Card(....) , deliv, C>

SERVER POLICY:
Business_Affiliation()<-Student_Int_ Card

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



130 Bertino, Ferrari & Squicciarini

Then, the party suggeststheoneit preferswith a Sequence message. Otherwiseit signals
to the other party the unique valid sequence determined. If the counterpart accepts the
suggestion, the two parties begin the exchange of the certificates; otherwise adifferent
sequence is proposed to the counterpart. This interaction goes on until the two parties
establish an agreement on a sequence. Once the parties come to an agreement, the
certificate exchange phase starts. Each party discloses its certificates, observing the
order defined in the sequence. Note that, when a party discloses a set of certificates, it
actually disclosesonecertificateat thetime. Uponreceiving acertificate, the counterpart
verifiesthe satisfaction of theassociated policies, checksfor revocation, checksvalidity
dates and authenticates the ownership (for credentials). Eventually, if further informa-
tion is needed for establishing trust, it isthe receiver’s responsibility to check for new
certificatesusing credential chains. For example, if amedical certificate was requested
and the issuer is an unknown hospital, the receiver party has to check the validity of
issuer certificate by collecting new certificatesfromissuer repository. Thereceiver then
replies with an acknowledgment expressed with an ack message, and asks for the
following certificatein the sequence, or whether it hasreceived all the certificatesof the
set, and it sends a certificate belonging to the following set of certificates in the trust
sequence. If no unforeseen event happens, the exchange endswith the disclosure of the
requested resource.

Example 3.6

Consider thevalid multi pathsshownin Figure 8. The corresponding trust sequencesare:

[{Very_Sign_Certificate, Privacy Warranty} { Student_Int_Card, Credit_Card,},
{Flight_Ticket}] and[{ Business_Affiliation}, { Frequent_Traveller},{Flight_Ticket}].

Thetwo trust sequences ar e deter mined by the server party, whichisthefirst who, with
its delivery policies, determines two valid multi paths. Assume that the parties agree
onthesecond trust sequence, sinceitisfaster and easier to be executed. Figure9 shows
the messages exchanged by the two parties.

Related Wor k

Because of the relevance of trust negotiation for Web-based applications, a number of
systemsand research prototypeshave beenrecently developed (Blaze & Fegeinbamum,
1999; Bonatti & Samarati, 2001; Herzberg & Mihaeli, 2001; Winsborough& Li, 2002),
whcih we survey and analyze in what follows and compare with our proposal.

PSPL, proposed by Bonatti and Samarati in 2001, is part of a uniform framework for
formulating and reasoning about information release on the Web. It is a protection
languagefor expressing accesscontrol policiesfor servicesandrelease policiesfor client
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Figure 9. An example of certificate exchange phase

CUSTOMER KTH AIRLINE
SIDE SIDE

Accept

suggested sequence |Business_Affiliation, Frequent_traveller, Flight Ticket] sequence
message
ack
Disclose
Business_Affiliation Business_Affiliation,

Check
Business Affiliation

Send
Frequent Traveller

Frequent Traveller

check:
Frequent -Traveller
SEND

Flight Ticket TCKET

and service portfolios. The language also includes a policy filtering mechanism, to
provide policy disclosures and to protect privacy during policy disclosures. The main
differencebetween PSPL and our languageisthat PSPL only providesalogical definition
of the language constructs. Therefore no directly usable language is provided.

TheTrust Policy Language(TPL) (Herzberg& Mihaeli, 2001) isan XML -based framework
for specifying and managing role-based access control policies in distributed context
where theinvolved parties are characterized by credentials, and digital certificates are
used for authentication. Therearetwo versionsof TPL: Definite TPL (DTPL), and TPL
itself. DTPL isasubset of TPL that excludesnegativerules, andit isthereforemonotonic.

TPL credentials, like Trust-X credentials, contain areferenceto the site associated with
the issuer. However, no protection for sensitive credentialsis provided by TPL, since
credentials are assumed to be accessible to anyone.

Reference site of issuers contained in credentials is used as a starting point for a
collector-controlled search for relevant supporting credentials. One of the most impor-
tant features of TPL is, indeed, the support of credential chain discovery, which is not
yet fully supported by our system.

KeyNote(Blaze& Feigenbaum, 1999) isthemost well knowntrust management language.
It wasdesignedtowork for avariety of largeand small scal el nternet-based applications.
It provides asingle, unified language for both local policies and credentials. KeyNote
policiesand credentials, called “ assertions,” contain predicatesthat describethetrusted
actionspermitted to the holders of specific public keys. KeyNote, duetoitsintended use
for delegation authority and the fact that trust negotiation uses attributes of the
negotiation parties as the basis for trust, is poorly suited for trust negotiation.
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Trust Builder (Seamons & Winslett, 2003) is one of the most significant proposals. It
providesaset of negotiation protocolsthat define the ordering of messagesand thetype
of information messageswill contain, and of strategiesfor controlling the exact content
of messages. A variety of strategies are defined to allow strangers to establish trust
through the exchange of digital credentials and the use of access control policies that
specify what combinationsof credential sastranger must disclosein order to gainaccess
to each local service or credential. Trust Builder is the approach that more greatly
influenced our work. For instance, we borrow from Seamonsand Winslett’ swork (2003)
the use of atree structure to maintain the progress of a negotiation and keep track of
possible alternative strategies.

Finally, the principleof separation of policy exchangefrom credential disclosureisalso
achieved by the parsimonious strategy proposed by Seamons and Winslett (2003) and
by the PRUNES strategy (Yu, Ma & Winslett 2001). Both approaches are based on
negotiation search tree, focusing on automatic strategies for policy exchange in order
toavoidasmuchaspossibledisclosure of credentials. Y u, Maand Seamons' (2001) work
also ensures compl eteness of the negotiation strategy, where a negotiation strategy is
said to be complete when it leads the negotiation to succeed whenever possible.
According with the above definition, our approach can be considered complete aswell
astheone proposed inthereferred work. Moreover, the authorsrefer to asecurity agent
in charge of automatically carrying on negotiations, without user intervention. By
contrast, we present amuch moreflexibleapproach whereauser caneventually drivethe
negotiation processto either maximize protection, or maximize the number of potential
solutions for negotiation.

M obile Commerce with Trust-X

In this section, we discuss how the Trust-X negotiation system can be properly applied
tomobilecommerce, and show how our method can influence mobile commerce security.
The section is organized as follows. We first introduce the main issues related to the
development of a system supporting negotiations for mobile users. Then, weillustrate
avariety of techniquesto extend Trust-X in order to fully support mobile negotiations.

Open |ssues

The area of trust negotiation for mobile systemsistoday a promising and challenging
research area, sinceit isexpected that the number of wireless clients accessing I nternet
will rapidly increase in the next few years. Thiswill lead to an environment where the
number of wireless clients accessing the Internet to perform mobile transactions will
greatly exceed the number of clientsaccessing the Internet through networked comput-
ers. The development of a system supporting negotiations for mobile users presents
significant challenges, mainly arising from the need of migrating trust negotiation
conceptsand their complex requirementsinto amobile context. Moreprecisely, wehave
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identified the following major aspects that need to be taken into account when dealing
with mobile negotiations:

i Mobile devices, like cell phones, PDAS, laptops and portable M P3 players, have
limited storage capacity, processing power, and network bandwidth compared to
typical desktop computers. Such feature may be critical in mobile trust negotia-
tions, sinceaconventional trust negotiation system requiresasignificant process-
ing power for keeping track of the negotiation process and a certain storage
capacity for collecting credentials and policies.

i Trust negotiation systems usually rely on credentials, signed using public keys
managed by public key infrastructures. However, public key infrastructures are
usually onerous for mobile devices.

i Mobile network topologies are often unpredictable and dynamically change. A
mobile system must thus handle interactions that may take place in a variety of
different configurations.

i A single user can possess multiple mobile devices. Since afundamental require-
ment of trust negotiations is to ensure ownership of the credentials exchanged
among the parties, akey issueisto allow independent devicesto safely share and
access user credentials.

i Networks can be easily compromised; thus suitable recovery mechanisms for
mobile trust negotiations need to be developed.

In what follows, we focus on some of the issues listed above. In particular, we reason
about security problemsrelated to mobile negotiations and sketch avariety of possible
solutions. Wedo not further discussonissuesrelated to network availability and quality
of servicesincethey are outside the scope of thischapter. For what concernsthe mobile
payments techniques, we would prefer to build on current technologies and take
advantage of existing infrastructure and integratethemin our Trust-X framework rather
than redesign them. For example, we may produce strategies and techniques for
supporting mobile paymentswith multi-application devices but for technical specifica-
tionsthat address specific areas of mobile payments, such as cardholder authentication,
passwords, and encryption werefer to specific organizations created for such purposes.
Inthisway wewould complement, rather than duplicate efforts. Theaim of the proposed
approaches is, instead, to adapt Trust-X in order to make it possible to perform trust
negotiationsand mobiletransactionsand paymentsin vul nerable environmentsby users
having limited computational resources.

Extending Trust-X to Support Mobile Commerce
Applications

Extending trust negotiation systems for the management of mobile users requires first
to provide resource-compatibility with devices that typically have constrained re-
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sources. A mechanism for storing credentials needs thus to be devised that keeps into
account the limited capacity of mobile devices. End users require device ownership:
although anyone can pick up adevice, only itsreal owner must be allowed to carry out
transactionsinvolving personal credentials. A possibleapproachisto centralizecreden-
tial storageintoasinglerepository, allowing each user to maintain theassociated profile
on asecure server. Thisschemafor credential management is sketched in Figure 10(a).
Under this approach, a user can change the device from which he/she performs
transactionswithout the need of movingtheentire profilewith himself/herself, and refer
to it while negotiating services. Another important issue is whether it is practical for
wireless clients to efficiently perform all the phases required to complete a trust
negotiation, such as the storage of all required credentials, the processing steps that
include costly cryptographic verifications, and the network communications with the
other negotiation participants. One potential scalable solution is to offload trust
negotiation from the thin client and conduct it out-of-band between the server and an
agent managing the client’s credential s via a higher-speed network connection. Alter-
natively, it is possibleto adopt ad hoc strategies for negotiationsin order to reduce the
information to be exchanged as much as possible. Finally, another potential approachis
tolet the party having aconsistent connection (called negotiation driver, for simplicity)
with sufficient bandwidth to drive the process. Obviously, this approach can succeed
only if the negotiation driver is a company supplying services able to prove its
trustworthiness. Under this scheme, once the driver trustworthiness is ensured, the
negotiation driver can keep track of the progress of the negotiation, freeing the mobile
party from carrying this burden.

A possible further extension addressing the issues listed in the previous section is
sketched in Figure 10(b). Such approach consists of providing the possibility of
dynamically changing the server withwhichto performthe negotiation, whilethemobile
party is moving. For instance, suppose Aliceis connected viaamobile phoneto aWeb
server, purchasing clothes at an online store. Suppose she is travelling by train while
performing the transaction. Then, if the transaction cannot be completed with the same
server because of Alice’'s change of geographic position, the server can interrupt the
negotiation and suggest Alice to connect to another closer server having the same
capabilities, ableto carry out the negotiation in an equivalent way. Or better, the server
could automatically redirect the negotiation to another trusted server, after requesting
theconsensusof Alicefor thisoperation. Clearly, thisimpliesthat the server withwhich
Alicewas performing the negotiation should transmit to the new oneall theinformation
related to the ongoing negotiation process in a secure way. For instance, if we assume
that both the serversare Trust-X compliant thisimpliestransmitting the negotiation tree
built until the interruption, the determined trust sequences, if any, and the credentials
Alice has sent to the server until that point. Intuitively, this approach is based on two
strong assumptions: the trustworthiness of parties and the existence of a network of
trusted servers that can be interchanged during negotiations. Finally, another interest-
ingresearchissueisthepossibility of exploiting already executed negotiation processes
with acertain entity to simplify the next mobiletransactionsto be executed. Inascenario
characterized by a mobile user and a negotiation driver, the driver can collect the
information obtained by the user in previous successful negotiations to speed up next
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processes. Furthermore, thedriver can exploit the collected datato advertisetheuser the
servicesit sells, selecting the products to advertise on the basis of user profile, and on
the basis of the geographical location of the user. However, this last functionality
requires addressing privacy issues that arise when private information is collected by
aremote party for purposes other than the transaction which it was released for. This
approach indeed relies on the Web server’ s possibility to store remote credentials and
collect user personal information. Next exampl e showshow amobile commercetransac-
tion may be employed using the approach previously introduced.

Example

Aliceisafrequent flyer who usually makes use of her PDA to purchase flights tickets
by KTH. Supposesheiscarryingonanegotiationtobuy aflightticket for her next travel
to a foreign country. Suppose, moreover, that she is travelling by train. Instead of
executing the whole negotiation process in such a vulnerable environment in order to
completethetransaction, Alicecanjust delegatethenegotiationdriver, thatis, KTH, the
task of memorizing the negotiation tree and skip the negotiation of requisites already
proved in previous negotiations. Furthermore, there is no need of communicating the
credit card number, which representsthe most sensitiveinformation to be exchanged, if
KTH already knowsit and has Alice’ sconsent of maintaining it for use. KTH, by using
Trust-X, can exploit Alice’ s collected datato advertiseto her about the servicesit sells.
For instance it may send Alice information about the possibility of booking hotels,
renting cars and so on, on the basis of Alice’s profile, and on the basis of her actual
geographical location, aswell as Alice’ s next destination.

Figure 10. Examples of possible topologies for mobile trust negotiations

Internet

(a)

Mobile
User

SECUre sene
staring users
credertials

(b)

. Server2
L ee, credentials ete
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Conclusions and Future Resear ch
Directions

Automated trust negotiation between strangers promises to extend trusted interactions
to abroader range of participantsthanitispossiblewith traditional security approaches
based on identity and capabilities. One of the most interesting applications for trust
negotiation systemsisgiven by the possibility of performing e-commerce applications.
Mobile commerce, in particular, isan important branch of e-commerce requiring addi-
tional trust establishment capabilities.

In this chapter, besides introducing the basic principles of trust negotiation, we have
presented Trust-X, acomprehensive XML-based framework for trust negotiations. We
have mainly focused on disclosure policies and the various phases in which a Trust-X
negotiation isarticulated. Then, we have presented anumber of possible extensionswe
arecurrently exploring for migrating the systeminto mobilescenarios. Thework reported
inthischapter ispart of an on-going project aiming at fully supporting mobilecommerce
applications.

Additional future work includes the extension of X-TNL along several directions, such
asfor instance the possibility of specifying the credential submitter. Another extension
wearecurrently investigatingisthe possibility of disclosing only portionsof acredential
during the negotiation process. Thisallows usto protect the elements of acredential in
aselectiveand differentiated way. Finally, animplementation of Trust-X isin progress.
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Endnotes

! Like for credentials, we assume that data set names are unique, and that are
registered through some central organization.

2 Prerequisiteinformation areencoded using the sameformalismwe havedevel oped
for disclosure policies.
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3 Withthetermtrust werefer tothefact that the sequenceiscomposed by certificates
whose corresponding disclosurepoliciesaresatisfied. Safety isnotrelated, inthis
context, with certificates validity or their effective content.

4 Givenanode ne N, we use the notation T(n) to denote the term in n; state(n) to
denote the state of n; and party(n) to denote the owner of the termin n.

5 For simplicity, we focus on the most relevant policies and related terms.

Appendix

Proof of Theorem 1

We start by proving the first part of the thesis. The proof is by induction on the
length | of the trust sequence.

Basics

|=2,then TS=[C {R}]. Letusfirstsupposethat |C |=1andlet cbetheuniquecertificate
inC,. Since, by hypothesis, TSisatrust sequence, thenthe Policy Base of S must contain
disclosure policy of the form: R «— T, such that: (1) P(T) isthe type of c¢; and (2) the
X-Profile of C contains a certificate of type P satisfying the conditions in c(T). By
Definition 4.1, NT containstwo nodes n, and n, such that: (1) T (n)) =R; (2) T (n,) =T,
(3) state(n,) = state(n,) = DELIV; (4) party(n,) = S and party(n,) = C. Additionally, E
contains the simple arc (n,,n,). Thus, by Definition 4.2, NT contains avalid multi path
[S,;S,],suchthatS ={n},andS,={n,}, whichprovesthethesis.If |S|>z>1,letc,,....
c,, beitselements. Since by hypothesis TSisatrust sequence, the Policy Base of S must
contain adisclosure policy of theform: R<-T,,... T, , suchthat P(T) is thetypeof c ,
i € [1,z] and the X-Profile of C contains acertificate of type ¢, satisfying the conditions
inc(T,),i € [1,Z]. By Definition4.2, NT containsanoden, suchthat T (n,) =R, and anode
n,suchthatT(n)=T,ie [1,2]. Additionally, state(n,) = state(n,) =DELIV,i=1,...,2,
whereas party(n,) = S, party(n,) = C,i =1, ....,z. Finally, E containsamulti edge{ (n,,
n,), ..., (N, N )}. Thus, by Definition 4.2, NT containsavalid multi path [S,, S ], such
that S, ={n},and S,={n n.,}, which provesthethesis.

100

Inductive Step

Let us consider atrust sequence TS, such that | = h >2. Suppose that the thesis holds
for trust sequences of height h" <h and let us prove the thesis for h. Then, TS=[C,
C.. {R}]. By inductivehypothesis, if we consider thetrust sequence TS obtained from
TS by dropping set C,, then there exists a valid multi path mp =[S, ..., Sp], in the
corresponding negotiation tree. Let usthusconsider set C . If |C |=|C,|=1,0r |C,|=
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land|C |=k> 1, then using the same reasoning we have applied for | = 2 we can prove
the thesis simply by concatenating to the sets of nodes in mp the nodes corresponding
to the certificates in C,, using the same strategy adopted above.

Thus, weareleft to consider the casewhen |C |=k>1,and | C,| =] > 1. We can suppose,
without loss of generality, that j = 2. Suppose moreover that the party of each nodein
Sp isC.Letc,, ....,c, betheelementsinC andc,, c,, betheelementsin C,. Since, by
hypothesis, TSis a trust sequence, the Policy Base of S must contain two disclosure
policiesof theform: c,«-T ,...T, ,n>1,i=1,2 suchthat: (1) P(T, ) e Sp, m=1,...,n,
i =1, 2; and (2) the X-Profile of C contains a certificate of type P(T, ) satisfying the
conditionsinC(T, ), m=1,...,n,i=1, 2. Letusfirst consider thepolicy ¢, < T,,....T, .
Suppose first that n = 1; that is, the right side of the policy contains only theterm T..
By Definition 4.1, NT contains anode n, such that T (n,) = c,,, and anode n, such that
T(n,) isequal tothecertificatetypeinT . Additionally, state(n,) = state(n,) = DELIV,
whereas party(n,) = S, party(n,) = C. Finally, E containsasimple edge (n,, n,). If n> 1,
we can apply asimilar reasoning, theonly difference being that the negotiation treewill
contains a multi edge instead of a simple edge, and the same reasoning can be applied
tothepolicy ¢, T,,... T, . Thus, by Definition 4.2, NT containsavalid multi path mp’
obtained from mp by concatenating two sets of nodes: one corresponding to the
nodes added for policy ¢, « T,,... T, , and the other corresponding to the nodes for
policy ¢, < T,,... T, which proves the thesis.

Let us prove the second part of thethesis. Let mp=[S,, ..., S] be avalid multi pathin
NT. Let S € mp beageneric setof n, ....n,nodes. Suppose, without loss of generality,
that the party of each nodein S isC. By Definition 4.2 the state of all thenodesin S, is
DELIV;then, theremust existinthePolicy Baseof C adisclosurepolicy: T (nj) «T (nlj)...
T (npj) for each nodenje S, and party(nj) =C forj e [1,k]. Moreover,n,....n_e€ S with
j>iand party(nsj) =S, se [1,p]. By Definition 4.1, Eval(T(n), ProfCS = TRUE and
Eval(T(n,), Prof) =TRUEforse[1,p]. Thus, foreachnodene S, thereexistsacertificate
of type ¢, suchthat P(T(n))=c, which satisfiesthe conditionin C(T (n)). Each set S € mp
has, therefore, acorresponding set of certificatesC ={c,,..,c,} . Thecorresponding trust
sequence TS=[C,,...,C, ] istherefore obtained grouping all the certificates belonging to
consecutive sets associated with the same party in mp into a unique set CJ. until a
certificate belonging to the other party is found. The resulting sequence satisfies
Definition 4.3, which provesthe thesis.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



140 Yeh, Hu & Lee

Chapter VI

Security | ssues
and Possible
Counter measur esfor a
M obileAgent Based
M -CommerceApplication

Jyh-haw Yeh, Boise State University, USA
Wen-Chen Hu, University of North Dakota, USA

Chung-weiLee, Auburn University, USA

Abstract

With the advent of wireless and mobile networks, the Internet israpidly evolving from
a set of connected stationary machines to include mobile handheld devices. This
creates new opportunities for customersto conduct business from any location at any
time. However, the el ectronic commer ce technol ogies currently used cannot be applied
directly since most were devel oped based on fixed, wired networks. As a result, a new
research area, mobile commerce, is now being developed to supplement existing
electronic commer ce capabilities. This chapter discussesthe security issuesrelated to
this new field, along with possible countermeasures, and introduces a mobile agent
based solution for mobile commerce.
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| ntroduction

Thelnternet hasbeen steadily growing at arapid speed sinceitscommercialization. The
fast and convenient characteristics of the Internet attract awide variety of usersall over
the world. Because of its ability to reach more potential customers, the Internet is
changing the nature of businessfrom atraditional model based on face-to-face negotia-
tionsto amore advanced model utilizing electronic commerce (e-commerce). Peopleall
over the world can sell, buy and trade goods online as long as they can access the
Internet. As aresult of recent advances in wireless and mobile network technology,
accessing the Internet has become even more convenient. Users can now access the
Internet with ahandhel d devicefrom any location at any timethey choose. Thiswireless
technol ogy evolution further broadensthe scope of businessfrom e-commercetomobile
commerce (m-commerce). Most major companies have foreseen this and devoted a
significant effort to developing new m-commerce systems to facilitate this trend.
However, themigration from e-commerceto m-commerceisnot aseasy asit first appears
because all the existing e-commerce technol ogies were devel oped for wired networks,
which are more reliable, more secure and faster than wireless and mobile networks.
Therefore, without major revisions the current e-commerce technologies cannot be
applied directly to m-commerce. This chapter addresses this issue by discussing
possible solutions based on the use of mobile agent technology to overcome the
underlying hardwarelimitationsof m-commerce.

In order to fully deploy m-commerce for business, there are two levels of security
requirementsthat must be satisfied. Thelower level requirement isthe need for asecure
wirelessinfrastructureto protect eachindividual wirel esscommunication andthe higher
level requirement is for a secure protocol with which to conduct mobile payment and
business transactions, thus protecting the legitimate security concerns of the three
partiesinvolved, namely the customer, the merchant, and the bank. Wirel esscommuni-
cation security isaserious problem for all wireless applicationsthat must transmit data
securely through an open airwave communication medium. |EEE 802.1x (I EEE, 2001)
defines the standard for wirel ess authentication, key distribution, network monitoring,
and similar issues. Thisstandard uses EA P (Extensible A uthentication Protocol) (Blunk
& Vollbrecht, 1998) and its supported algorithms to authenticate exchanged messages.
The algorithms supported by EAP are MD5 (Message Digest 5), TLS (Transport Layer
Security) (Aboba& Simon, 1999; Dierks& Allen, 1999), TTLS(Tunneled TLS) (Funk &
Blake-Wilson, 2002), LEAP (Lightweight EAP), and PEAP (Protected EAP) (Hakan,
Josefsson, Zorn, Simon & Palekar, 2002). The security community has agreed that
cryptography isthe only solution to the problem of ensuring authenticity, privacy and
integrity for communications through insecure media and many encryption algorithms
have been developed over the past few decades. However, inawirel essenvironment with
limited physical resources, most existing encryption algorithmsaretoo computationally
intensive. A lightweight encryption algorithm with an acceptable degree of security
strength is a possible solution to this dilemma. Although the lower level security
requirement, wireless communication security, is the topic of considerable ongoing
research and isavital preliminary to the deployment of all wireless applications, this
chapter will instead focus on the higher level security requirement, mobile payment and
transaction security.
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A business transaction is likely to involve a secure negotiation made up of many back
and forth messages. However, dueto their limited bandwidth, mobile handheld devices
cannot afford to receive and respond to those messages individually. To resolve this
problem, the use of mobile software agent technol ogy could provide apossible solution.
The handheld device launches a smart mobile agent containing all the necessary
negotiation and shopping logics to the Internet. The agent shops around and makes
decisions based on the contained logics and returns only thefinal result to the customer
viathe handheld device. The handheld device verifiesthe result and performsthe final
transaction, that is, the actual purchase. Inthisway, the number of messages exchanged
can be reduced considerably. Another advantage of using mobile agent technology is
that it is not necessary for the handheld device to stay online after launching the agent.
Thecustomer can disconnect thedevicefromthe network whilethesmart agent traverses
the Internet, visiting Web sites and gathering information.

Mobileagent technology isstill initsinfancy, but it hasattracted agreat deal of research
attention because of its potential utility. The major obstacle preventing the wider
deployment of mobileagent technology is, again, therelated security concerns. Without
sufficient protection for both the mobileagentsand theforeign host platformsthey visit,
malicious attacks may damage either the agents or their hosts. A contaminated agent
could attack a host platform by planting a virus, consuming valuable resources,
extracting secret data, and soforth. Ontheother hand, amalicioushost may alter avisiting
agent’ sshopping logics, or evenkill thewholeagent, tofavor itself. Inthischapter, these
security threats and some possible countermeasuresto protect the mobile agentswill be
discussed.

This chapter is structured as follows:

1  OnlineBusiness M odel describes ageneric business model and listsits security
and resource concerns. E-commerce and m-commerce share many of the same
security concerns, since both belong to this online business model. However, to
satisfy the security requirementsof their different underlyinginfrastructures, some
resource concernsin m-commerce may become moreimportant and present greater
challenges than their e-commerce counterparts.

2 E-CommerceApproach|: SET Protocol presentsthe Secure Electronic Transac-
tion protocol to illustrate how the security concerns can be satisfied.

3. E-CommerceApproachll: Digital Cash presentsoneof theexistingdigital cash
systems that is currently used for e-commerce.

4.  MobileAgent Technology discussesthebasic principlesof mobileagent technol -
ogy.

5. TheUseof MobileAgentsfor M obile Commer ceillustrateshow themobileagent
technology can be applied for mobile commerce.

6.  Finally, the Conclusion summarizes and concludes this chapter.
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Online Business M odel

An online business transaction consists of two phases, shopping and purchase-
payment. During the shopping phase, the customer may visit many online merchants
searching for the best buy. Onceamerchant hasbeen sel ected, the customer may request
atamper-resistant quote from the merchant, which is asigned offer from the merchant
listing themerchandiseitemsand the offering prices. Theformat of aquote may look like
Tablel.

Themerchant’ ssignature on the quote ensuresthat no other entity can modify the quote
without being detected, thus guaranteeing the integrity of the quote. Once a merchant
creates a quote and sendsit to a customer, the merchant cannot repudiate it because no
one except the merchant can generate a quote with the correct signature. Because the
merchant’s name is incorporated in the quote and its integrity is protected by their
signature, the customer cannot maliciously present this quote to other merchants who
may not want to sell the specified merchandise at the specified price. Similarly, asthe
customer’s name is also included, a stolen quote would be useless.

After receiving a quote, the purchase-payment phaseisinitiated to perform the actual
online purchase and payment. The customer prepares a purchase order and payment
instructions based on the received quote, where

i PO: The purchase order includes the customer’ s name, the merchant’ s name, the
merchandise items, the quantity and price of each item purchased, and the date.

i PI: Thepayment instruction consistsof the customer’ sname, themerchant’ sname,
the payment method such as the credit card number or the digital cash that isto
be used, the total charge, and the date.

The customer initiatesthe purchase-payment phase by sending the prepared PO and PI,
both encrypted, to the merchant. The merchant decryptsthe PO tolearn what itemshave
been ordered, and then forwards the encrypted PI to the bank to ensure an authorized
payment.

This online business model applies to both e-commerce and m-commerce since m-
commerceis just an extension of e-commerce. However, due to the inherent physical
limitations, additional challenges arise when conducting the two business phasesin m-

Table 1. The format of a quote from a merchant

Merchant Customer
Merchandise Merchant’s
Name Name
Signature

Quantity Unit Price | Expiration Date
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commerce. To better understand the challenges and their possible countermeasures, it
isfirst necessary to clarify the resource and security concerns specific to m-commerce.

The two business phases present different resource concerns. The first phaseis likely
to generate many message round trips between a mobile device and online merchants,
which will consume alot of network bandwidth, while the second phase requires the
mobile device to have high computational power in order to perform the many encryp-
tions needed for a secure purchase and payment transaction. In awireless environment,
both of these resources are very precious and limited; existing e-commerce approaches
could not be applied directly unless their resource consumption can be reduced
considerably. Later in this chapter, the mobile agent technology will beintroduced for
this purpose.

Toaddressthe security concerns, generally speaking, asecure communication, depend-
ingonitsapplication, must satisfy asmany as possibleof thefoll owing common security
goals:

i Authenticity: The receiving end in a communication should make sure that the
sender isreally who it claims to be. For mutual authentication, both ends should
authenticate each other.

i Integrity: It should not be possible to alter transmitted data without detection.
i Confidentiality: Only authorized entities should be able to see protected data.

i Non-repudiation: The recipient should have some sort of proof to show to athird
party that the sender has really committed to an action in case the sender later
repudiatesthe commitment.

i Anonymity: In some cases, an entity may want to initiate an activity without
revealing his/her identity.

In a business transaction, because each of the three participants plays a different role,
they will havedifferent expectationsand security concerns. Thefollowing list describes
the main issues for the three participants:

. Customer:

1 Authenticity: The customer should be capable of authenticating the other two
participants.

2 Integrity: It should not be possible to alter purchase orders and payment
instructions without detection.

3. Confidentiality: The customer definitely does not want to reveal their credit
card number to the merchant, and may also not want the card issuing bank to
know the contents of the purchase order.

4. Non-repudiation: The customer could use the received quote as a non-
repudiation proof if the merchant refusesto sell the specified goodsor services
as previously agreed. Also, if the customer has been charged by the merchant

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Security Issues and Possible Countermeasures 145

before receiving the ordered goods or services, the customer should receive a
payment receipt that can be presented as evidenceif the merchant later refuses
to deliver the order.

5. Anonymity: For anonlinebusinesstransaction, acustomer may want to hidehis/
her identity from the merchant and/or bank. Obviously the credit card system
no longer works for such cases. As with the system of paying with cash used
inthereal world, theuseof digital cash providesapossiblesolution and protects
anonymity in the electronic world.

. Merchant:

1 Authenticity: The merchant should be capable of authenticating the other two
participants.

2 Integrity: It should not be possible to alter purchase orders and payment
instructions without detection.

3. Non-repudiation: If the order has been delivered to the customer before
payment, the merchant should receiveadelivery receipt which can be presented
as evidence if the customer later refuses to pay.

. Bank:

1 Authenticity: The bank should be capable of authenticating the other two
participants.

2. Integrity: It should not be possible to alter purchase orders and payment
instructions without detection.

With these resource and security concerns in mind, the following two sections will
describe some existing e-commerce approaches to see how these concerns can be
satisfied.

E-Commerce Approach |: Set Protocol

The Secure Electronic Transaction (SET) Protocol (http://www.setco.org) was devel-
opedinthemid90sinresponsetoacall by twomajor credit card companies, Mastercard
and Visa, for theestablishment of an el ectronic commerce standard. Theprotocol extends
the existing credit card system and allows peopleto useit securely over open media. As
described in the previous section, the customer prefers to hide the credit card number
from the merchant, aswell asto hide the goods/service order from the bank. However,
these two pieces of information need to be somehow linked together to prevent the
merchant from maliciously attaching the payment information to adifferent order. The
SET protocol uses dual signatures to solve this problem.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



146 Yeh, Hu & Lee

Protocol Description

In this protocol, a public hash function H and a public key cryptosystem are set up and
used by the three business participants. Each of the three participants has his/her own
public and private keys. Let E_, E,,, E; be the encryption or signature-verification
functionsfor thecustomer, themerchant, andthebank, respectively. Similarly,letD_, D, ,
D, be the decryption or signature functions for the three participants.

During the shopping phase, the customer shops around and requests a quote from the
merchant who offersthe best deal. After the quoteisreceived, the customer prepares a
purchaseorder, PO, and apayment instruction, Pl, based on the quotereceived, and then
activates the purchase-payment phase by performing the following actions:

1  Computes a PIMD, which is the message digest of an encrypted PI, that is:
PIMD =H(E,(PI))

2. Computes a POMD, which is the message digest of an encrypted PO, that is:
POMD =H(E, (PO))

3 ComputesaPIPOMD, which isthe message digest of the concatenated PIMD and
POMD, thatis:

PIPOMD =H(PIMD | | POMD)

4.  Generatesadual signature DS, whichisthe customer’ ssignature onthe PIPOMD,
that is:

DS=D(PIPOMD)

5  SendsthePIMD, E, (PO), E,(PI), and DSto the merchant.

Therearethusfour pieces of data sent to the merchant. However, only the clear text PO
embedded in the cipher text can beretrieved by the merchant becauseit isencrypted by
themerchant’ spublickey. Theclear text Pl isencrypted by thebank’ spublickey so that
the merchant hasno way to learn the credit card number insidethe PI. Thus, the security
goal of hiding the credit card number from the merchant is achieved. The merchant
performs the following actions after receiving the message.
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1 Computes POMD by applying the hash function to the received E,,(PO), that is:
POMD =H(E, (PO))
2 Verifiesthe dual signature DSby computing the following two values:
H(PIMD | | POMD) andE_(DS)

If thetwovaluesareequal, the merchant hasverified the customer’ ssignature, and
thereforeauthenticatesthe customer. M ost importantly, themerchant isconvinced
that both the purchase order and the payment instruction were not forged during
transmission and arereally from the customer. Thus, the security goal s of authen-
ticationand dataintegrity areachieved. Thetwo valuesobtained arethe PIPOMD.

3. Retrievesthe purchase order PO by decrypting the received E,,(PO), that is:
PO=D,,(E,,(PO))

4. Computes D, (PIPOMD) to sign the PIPOMD, the value obtained at step 2.
5  Sendsthe POMD, E,(PI), D, (PIPOMD) and DSto the bank.

Among thefour dataitemssent to thebank, only theencrypted Pl can be decrypted.
ThePOisembedded inthe messagedigest POMD and therefore cannot beretrieved
by the bank. Thus, the security goal of hiding the purchase order from the bank is
achieved. Upon receiving the request from the merchant, the bank performs the
following actions.

1 Computes PIMD by applying the hash function to the received E (PI), that is:
PIMD =H(E,(PI))

2 Verifiesthe dual signature DSbhy computing the following two values:
H(PIMD | | POMD) andE(DS)

If the two values are equal, the bank has verified the customer’s signature, and
therefore authenticates the customer. This comparison also convinces the bank
that the received POMD, E_(PI) and DS have not been modified and thus the
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security goal of data integrity is guaranteed. The two values obtained are the
PIPOMD.

3 Usesthemerchant’ spublickey toverify themerchant’ ssignature. That is, the bank
computes:

E,(D,,(PIPOMD))

and then compares the value to the PIPOMD obtained in the previous step. If the
two values are equal, the bank is really communicating with the merchant as it
claimed. Thus, the bank authenticates the merchant.

4. Retrievesthe payment instruction PI by decrypting the received E (PI) , that is:
D,(E,(P1))

5 Returnsadigitally signed receipt to the merchant, guaranteeing payment.

After receiving thereceipt from the bank, the merchant:

1  Verifiesthebank’ssignatureonthereceived receipt to authenticatethebank. That
is, the merchant computes and compares the following two values:

D,,(PIPOMD) and PIPOMD

If the two values are equal, the merchant successfully authenticates the bank and
knows that the received receipt isindeed from the bank.

2 Returns the bank’s receipt D (PIPOMD), together with its own signed receipt
D,,(PIPOMD) , to the customer.

To complete the phase, the customer authenticates both the merchant and the bank by
verifying the signatures on the two receipts received.

The protocol described in thissectionisnot exactly the sameasthe SET protocol. Some
modifications have been made, since the original protocol does not consider all the
security concerns mentioned in the previous section. For example, the original SET
protocol only deals with the purchase-payment phase. For a complete online business
model, the authors believe that the shopping phase is also important and should be
included. Moreover, inthemodified SET protocol, someextrasignaturesonthe PIPOMD
are needed for mutual authentication purposes.
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Online E-Business Using the SET Protocol

Figure 1 shows the basic sequence of events used to conduct an online e-business
transaction using the SET protocol, although the figure ignores all the cryptographic
details. Thedoublearrowheadsusedin Steps1and 2in Figure 1 represent the many back
and forth messages exchanged between the personal computer and online merchants
during the shopping phase. In Step 3, the customer selects the best merchant based on
the received quotes and activates the purchase-payment phase by first performing the
necessary cryptographic operations on his/her personal computer. For the remaining
steps in the figure, the purchase order and payment instruction and the merchandise
delivery will be securely performed by passing the encrypted/signed PI, PO, and
PIPOMD between the three business participants, as described earlier in this section.

Figure 1. The sequence of events for an online e-business transaction using the SET
protocol

Internet

Bank
®
-
Selected Payment authorization ’ 9‘5
merchant Payment verification—— &

m
>
2
<
=]
@
=%
E@
o
>
o
o
o

Buiddoys— i

®

Personal
computer

=
The shopping phase needs many S
Customer selects the best quote

message round trips between
the PC and on-line merchants. o and applies some software tools
@ of the SET protocol on the
personal computer to perform
all the necessary cryptographical
Customer operations.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



150 Yeh, Hu & Lee

E-Commerce Approach Il: Digital Cash

Based on the use of digital cash to facilitate online business, Okamoto and Ohta (1992)
identified six propertiesadigital cash system may have:

1  Thedigital cash can be sent securely through a computer network.
Thedigital cash cannot be “double spent”; that is, it cannot be copied and reused.

3. The anonymity of a digital cash spender (customer) should be preserved. If a
business transaction uses digital cash, neither the merchant nor the bank should
be able to identify the customer.

4.  Business transactions using digital cash should not have to go through a central
bank.

5. Thedigital cash can be transferred to others.
6. A piece of digital cash can be divided into smaller amounts.

N

The system developed by Okamoto and Ohta satisfies all these requirements; other
digital cash systems only satisfy some. The most difficult part of developing adigital
cash systemisthat properties 2 and 3 above arein conflict with each other. Digital cash
(a“coin”) isanelectronic object whichiseasily copied at essentially no cost. Therefore,
the system must provide the business participants with some mechanism to detect a
reproduced, or counterfeit, digital coin. Based on our current knowledge of the digital
world, the most cost effective way to detect illegal electronic copiesis by attaching a
user’ ssignatureto each of theel ectronic coins. Any coinwithout avalid signaturewould
beconsidered acounterfeit. However, using theexisting digital signature schemes, such
asDSS(FIPS, 1994) or RSA (Rivest, Shamir & Adleman, 1978), theanonymity of thecoin
spender cannot be preserved. In both DSS and RSA, the coin recipient must know who
the coin spender isin order to identify his/her public key for signature verification.

A digital cash system developed by Brands (1994) uses a technique called “restricted
blind signatures” to overcome the above problem. In this system, the customer’'s
anonymity can be preserved if adigital coinis spent only once. However, if it isused
twice, the customer can be identified by the bank. When receiving a digital coin, the
merchant wouldfirst verify thevalidity of the coinand then request the customer to send
proof that they legally possessed it. The purpose of requesting a proof is to prevent
someone from stealing the coin and then trying to spend it. We will briefly describethis
system below, but a more detail ed treatment can be found in Brands (1994).

Initialization

The central authority and the three business participants need to perform the following
steps to compl ete the initialization process:
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i Theauthority:

1 Pickstwo large prime numbers p and g, whereq = (p-1)/2. Let g be the square
of aprimitive root mod p. Thisimpliesthat g* = g* (mod p) < d, =d, (mod q)

2. Chooses two secret random exponentsd, and d,. Let g, = g*(mod p); g,= g*
(mod p) and then discards the two random exponents.

3. Makes the three numbers g, g, and g, public.

4. Choosestwo public hash functions H, and H,. Thefirst hash function H, takes
atuple of 5 integers as input and outputs an integer mod g. The second hash
function H, takes a tuple of 4 integers as input and outputs an integer mod g.

o Thebank:
1 Chooses its own secret identity number x.

2. Computesthree numbersh, h, and h,and makesthem public, where h=g*(mod
p); h,=g*(mod p); h,=g,*(mod p)

i Thecoin spender:
1 Chooses their own secret identity number u.
2. Computes an account number C, where C = g,* (mod p)

3. Sendsthe number C to the bank, which stores C along with the coin spender’s
personal information such as name, address, and so forth.

4. The bank sends back avalue to the coin spender, where Z = (Cg,)* (mod p)

o TheMerchant:
The merchant chooses an identity number m and registers it with the bank.

Creating a Coin

The coin spender requests digital coins through the bank by presenting its account
identity Ctothebank. A coinisatupleof six numbers(D, E, z, a, b, r) wherethesix numbers
are constructed as follows:

1  Afterreceivingtherequest fromthecoinspender, thebank picksadifferent random
number v for each coin, and then computes g, = g' (mod p); o= (Cg,)* (mod p). The
bank sends both and to the coin spender. Note that each coin has a different pair
of (9,, @).

2 The coin spender picks a random secret tuple of five integers for each coin
requested: (s, X;, X,, ¥,, Y,)-
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3. Thecoin spender constructsthefirst five numbers of thetuple representing acoin
as below.

D =(Cg,)*(mod p); E=g,“g,* (mod p); z=2*(mod p);
a= gVYIngZ (mod p); b= a®D¥2 (mod p)

D =1isprohibited. Therearetwo possible casesfor D to be 1. Thefirstisif s=0,
then D = 1. Thus, the coin spender should not pick 0 for therandom number s. The
secondisif Cg,=1(mod p), thenD = 1. However, thiscaseishighly unlikely to occur
since it means that the coin spender has solved a difficult discrete logarithm
problem by alucky choice of u.

4. Inorder to construct the last (6") number of the coin, the coin spender computes
avalue e and sends it to the bank, where:

e=y,'H,(D, E, z a, b) (modq)

5. Uponreceiving e, the bank computese' = (ex + V) (mod ) and sendsit back to the
coin spender.

6. Thecoin spender constructsr by computing r = (y,€' +y,) (mod q)

After thisstep, the coin constructioniscompl ete and the coin spender now ownsthecoin
by knowing the magic six numbers. Finally, the bank deductstheamount of thecoinfrom
the spender’ s bank account to complete their withdrawal.

Spending the Coin

When the coin spender would liketo spend acoin (D, E, z, a, b, r), he/she sendsthetuple
of six numbersto the merchant. The following procedure is then performed:

1  Themerchant computes whether:
g= ahHi®.E.zab) (mod p); Df = ZH1(P.E za b (mod p)

If both of the above hold, the merchant knows that the coin with the six numbers
is constructed through the bank, and thereforeisvalid. However, to avoid double
spending, more effort is necessary.

2 Themerchant computes and sends avalue k = H,(D, E, m, t) to the coin spender,
where t is atimestamp of the transaction. Different transactions will thus have
different values of k.
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3. The coin spender computes and sends two numbers:;
r,=(kus+x,) (modq); r,=(ks+x,) (modq)

to the merchant.
4. The merchant computes whether

g,g,”2=D'E (mod p)

If the above checking procedure withstandsthis scrutiny, the coinisvalid and the
merchant acceptsthe coin. Notethat acorrect pair of (r,, r,) isaproof showing that
the coin spender | egally possessesthe coin and hasnot stolenit from someoneel se.

Depositing the Coin in the Merchant’s Bank Account

The merchant cashes the “coin” by depositing it to the bank. The merchant sends the
coin (D, E, z a,b,r), alongwiththetriple(r,, r,, k), tothe bank. The bank then performs
the following two steps:

1  If thecoinhasbeen previously deposited, afraud control procedure, discussed in
the next section, will take over to deal with the fraudulent case. Otherwise, step 2
will beperformed.

2 Thebank checks whether:
g’ = ah™®&=25 (mod p); D" = 2™ £ =25 (mod p); g,'*g,’2 = D*E (mod p)

If all three of the above are true, the coin is valid and the merchant’ s bank account is
credited.

Double Spending

This subsection describes several possible fraudulent double spending cases and how
the previously described digital cash system handles them.

1 Thecoinspender triesto spendthe cointwicewithtwo different merchants, M, and
M,. M, submitsthecoinwiththetriple(r,, r,, k) tothebank, but M, submitsthecoin
alongwithadifferenttriple(r.',r.’,k"). Thebank will detect the doubledeposits, and

17727
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then initiate their fraud control procedure. The procedure will then be able to
discover the malicious spender’ s secret identity, u, since:

r,—r.'=us(k-Kk) (modaq);r,—r, =s(k—-Kk) (mod g)

= uEﬂ(modq)

Fa—rz'

The bank can then identify the coin spender by computing the spender’s public
identity C=g“(mod p).

2 Themerchant triesto deposit the cointwice, oncewith thelegitimatetriple(r,, r,, k)
andoncewithaforgedtriple(r.,r,’, k). Makingup avalid forgedtripleisextremely
difficult for the merchant since the merchant does not know the secret numbersu,
S, X, and x,, but must produce and such that:

1 Ay

9,19, = DXE (mod p)

3. A malicious merchant Devil tries to deposit the coin to the bank, but also triesto
useit to pay another merchant, Angel. Angel computesk', which hasalmost azero
chance of being equal to the original k. Devil doesn’t know u, x;, X, and s, but he
must produce r,'and r,,' such that:

9,19, = D¥E (mod p)

Thisisagainadifficult discretelogarithm problem. Notethat Devil cannot simply
use the already known r, and r,, since the merchant would detect that

0,10, # D¥E (mod p).

Anonymity

To see how the above scheme preservesthe anonymity of the coin spender, consider the
following two cases:

1  Canthemerchant by itself identify the coin spender? Theansweris“no,” sincethe
coin spender need not provide any of his/her identities, neither unor C, during the
entire transaction with the merchant.

2 Isitpossiblefor themerchant and thebank, acting together, to derivethespender’s
identity? Before answering this question, we would like to assume that banks are
usually trustworthy, and thus this case is most likely not an issue. However, in
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certainraresituations, if thebank ismaliciousandtriestoillegally identify thecoin
spender, the scheme described in this section also provides protection against it.
The bank and the merchant together know about boththecoin (D, E, z,a, b, r) and
thetriple(r,, r,, K). Sinces, x, x,, y,, andy, are secret numbersand unknownto both
the bank and merchant, thefirst fivenumbersD, E, z, a, b of the coinwill just |ook
like somerandom powersof g(modp) . Therefore, the spender’ sidentity C cannot
be derived from those numbers. Note that when e=y,"H,(D, E, z, &, b) (mod q) is
sent to the bank from the spender, the bank might cal culatethevalue of H, and thus
derivey,. However, thebank hasnot actually seen the coin at thetime of receiving
the number e from the spender, and so cannot calculatethe value of H,. The bank
couldtry tokeep alist of all valuesof eit hasreceived from the spendersand alist
of all values of H. for all deposited coins, and then derivey, by trying all possible
combinations of these two lists. Obviously, this approach requires a highly
expensive and time-consuming exponential processing operation. For systems
with millions of coins, thislevel of exhaustive matching isnot practical.

Online E-Business Using_] Digital Cash

Figure 2 gives a basic model showing the sequence of events for conducting an online
e-business transaction using a digital cash system. The shopping phase in this model,
indicated by thedoublearrowsin Steps1and 2in Figure 2, isthe same shopping scenario
asthat used in the SET protocol in Figure 1 and requires many back and forth message

Figure 2. The sequence of events for an online e-business transaction using a digital
cash system
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round trips between the personal computer and online merchants. However, these two
models differ in their purchase-payment phases. Instead of providing the credit card
number to the merchant, the personal computer inthismodel, on behal f of the customer,
will withdraw an appropriate amount of digital cash from the bank and use the cash to
make the purchase and payment. After receiving the digital cash from the customer, the
merchant only forwards the received cash, without attaching any information about the
customer, to the bank for verification. The bank is capabl e of verifying and authorizing
the digital cash only by checking its own “blind signatures” on the cash, without the
necessity of knowing the customer’ sidentity. Thus, the anonymity of the customer can
be preserved.

E-Commerce Approaches Limitations

To conduct a business transaction using the existing e-commerce approaches, as
described in the previoustwo sections, requires many message round trips and multiple
cryptographic operations. If theunderlying infrastructureisbased on the use of wireless
and mobile networkswith limited resources, these approaches cannot be applied unless
the resource consumption can be reduced significantly. The next two sections provide
apossible solution that would reduce the necessary level of resource consumption for
m-commerce by utilizing anew option, mobile agent technology.

Mobile Agent Technology

M obile agent technol ogy advancesthe distributed computing paradigm one step further
to offer two extraproperties: client customization and autonomy. End usersare now able
to virtually install new software in targeted foreign hosts by creating and launching a
personalized mobile agent onto the Internet, thereby automatically accomplishing the
assigned mission without the need for interactive guidancefromtheuser. A mobileagent
actsasasmart software agent that can beexecuted inforeign hostson behalf of itsowner.
It can make decisions autonomously, based on the decision logicsit contains. Once it
has been launched, it isindependent from its owner. During its life, it may visit many
foreign hosts, communicate with other agents, and finally return to its owner with the
results.

Several agent systems have been devel oped by both university and industrial research
groups. Dartmouth College developed a mobile agent system, D’ Agents (Gray, Kotz,
Cybenko & Rus, 1998), which usesPK | for authentication, and appliesthe RSA algorithm
to generate a public and private key pair. After aforeign host authenticates a visiting
agent, the host assigns a set of access rights to the agent and sets up an appropriate
execution environment. The resource access control within the host that interacts with
the visiting agent is controlled by a stationary resource management agent who checks
an access list each time an access request arrives. Ajantais a Java-based mobile agent
system devel oped at the University of Minnesota (Karnik & Tripathis, 1999). Here, an
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authentication server distributesaticket to each of theregistered clients. Anagent acting
onbehalf of aclientisauthenticated by its possession of an appropriateticket. Resource
accesses are controlled by a security manager based on an access control list. Java
Aglets(Lange & Oshima, 1998) are another Java-based mobile agent system devel oped
at IBM’s Tokyo Research Laboratory. The IBM Aglets Workbench consists of a
development kit for aglets and a host platform for aglet execution. Aglets may visit
various hosts that are defined as a context in the IBM Aglets. The context owner must
take steps to secure these hosts against malicious aglets. Other mobile agent systems
include Ara (Peine & Stolpmann, 1997), Mole (Straser, Baumann & Hohl, 1996), and
Telescript (White, 1994), thefirst two of whichweredeveloped asuniversity projectsand
the third asa commercial product.

Sidestepping the lengthy standardization process needed for anew Internet application
protocol, the customi zation feature of the mobileagent technol ogy allowsuserstoinstall
new softwareinto networks by simply launching appropriate agents. This great benefit
of using mobile agents for applications is well understood. However, there is a major
obstaclefor widely deploying mobile agent technology. Until the security concernscan
beresolved, the technology will not be ableto reachitsfull potential. The concerns can
be divided into four categories, as follows:

1  Attacksonhostsbyagents: Thistype of attack wasidentified assoon asthe mobile
agent paradigm was proposed. Executing aprogramwithout knowingitsreal origin
and purpose is extremely dangerous. Malicious codes can damage a computer in
various ways, such as reading secret data without permission, exhausting re-
sources by performing excessive amounts of computation or sending a huge
number of messages, or changing the computer settings to make it behave
abnormally. Trojan horses, viruses, and wormsare well-known exampl es of mali-
cious programs. In the mobile agent era, it is expected that attackers will have
greater opportunities to implant such malicious codes. Fortunately, the counter-
measures needed to resist thistype of attack arerelatively straightforward, being
similar to the traditional protection techniques already employed in trusted sys-
tems. These techniques can be used to provide anal ogous protection to hostsin
the mobile agent paradigm.

2 Attackson agents by rival agents: An agent can launch an attack on arival agent
if the hosting environment does not provide sufficient protection. An agent can
be malicious, eavesdropping on conversations between other agents and the host,
launching adenial-of-service attack by sending messages to other agents repeat-
edly, or sending incorrect responsesto requestsit hasreceived from other agents.
A possible countermeasure is to allow the host to protect visiting agents against
each other. Whenever an agent triesto access or communicate with atarget agent,
the host would consider the target agent as part of its own resources and provide
the same level of protection as it does for its other resources.

3 Attacks on agents by hosts: A host can attack a visiting agent by changing the
contained decisionlogic, spyingonitsaccumul ated data, or evenkilling theentire
agent. In the mobile agent paradigm, there is an assumption that the host will
provide appropriate resources for executing the mobile codes contained in a
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visiting agent. In other words, in order to execute the mobile codes, the host must
have compl ete access rights and thus control of the agent. This|eadsto a serious
vulnerability if the host itself is malicious. The possible countermeasures are
trusted hardware (Chess, Grosof, Harrison, Levine, Parris & Tsudik, 1995), en-
crypted functions (Sander & Tschudin, 1998), time-limited blackbox protection
(Hohl, 1998a), or atrusted virtual marketplace (Chavez & Maes, 1996; Collins,
Y oungdahl, Jamison, Mobasher & Gini, 1998; Tsvetovatyy & Gini, 1996). Trusted
hardware consists of tamper-resistant hardware attached to each host, which can
be used as a communication bridge between the host and the agent so that a
malicious host isunableto accessthe agent directly. Sander and Tschudin (1998)
proposed the concept of encrypted functions. A function f is encrypted by users
as E(f), which is then executed by the host, without the host having access to f.
Thisideaisapromising way to protect agentsfrom malicious hosts. However, the
actual implementation of thisapproachisnot yet very clear. Time-limited blackbox
protection is completely based on software. The agent code is obfuscated so that
itishardtoanalyzewithinalimitedtimeperiod. However, the obfuscated code can
be studied off-line by attackers. This off-line study may provide some hints that
allow afaster analysisof future obfuscated mobilecodesfromthesamesource. The
reason for protecting agents from hosts is because the hosts themsel ves may not
betrustworthy. Thetrusted virtual marketplace approach isan attempt to provide
a set of reliable hosts operated by trusted authorities. The marketplace not only
guarantees the trustworthiness of all its hosts, but also needs to provide a good
security mechanism to prevent attacks from other agents or outsiders. Within the
marketplace, all agents can sell, buy, or trade goods without the fear of being
attacked.

4. Attacks on the agent system by other entities: An agent system includes both
mobile agents and host platforms. Other entities may attack the system by taking
actions that disrupt, harm, or subvert the agent system. The mechanisms used to
protect the hosts can be extended to protect thewhol e agent system by considering
the visiting agents as part of the hosts' resources.

M obile agents comprise a broad research areawith two major categories: how to make
mobile agent systems more secure and how to apply mobile agent technology to
applications. This section described these security issues and their possible counter-
measures and the next section will present ways to use mobile agents for m-commerce,
illustrating how mobile agent technology is particularly suited to this application.

Use of Mobile Agents for
M obile Commer ce

A typical scenario applying mobile software agents for m-commerce would operate as
follows. The mobile device launches a smart mobile agent containing all the necessary
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negotiation and shopping logics to the Internet. The agent shops around and makes
decisions based on the contained logics and finally returns the best quote to the mobile
device. Asaresult, during the shopping phase, once the agent has been launched only
one message must be received and responded to by the mobile device. Another
advantage of using mobile agent technology for m-commerce is the agent’ s real-time
interaction capability. For many time-critical applications, the mobile agent can make
decisions on the spot, without interactively asking for its owner’ s confirmation. Appli-
cations such asauctions or stock market transactionsaretypical timecritical examples.

After the agent brings back a quote, the mobile device verifies the quote and performs
the final purchase transaction. As discussed earlier in this chapter, the purchase-
payment phase requires the business transaction initiator to perform a number of
cryptographic operations. Asan initiator, the mobile device usually lacks the computa-
tional power needed for these expensive operations. Thiswill continueto poseaproblem
until lightweight encryption algorithmsbecomeavailableor until the hardwaretechnol -
ogy advancesto provide sufficient computational power. However, aninterim solution
may be possibleif each mobile access point isconnected to alocal auxiliary encryption
server. Themobiledevice could makearequest to the server for encryption servicebefore
triggeringthefinal purchase-payment phase. However, thisapproachislikely toincrease
the complexity of the protocol sinceit involvesanother entity. Thisserver must also be
trustworthy to avoid compromising the confidentiality of the customer.

Online M-Business Using M obile Agents

Figure 3 gives the sequence of events for an online mobile business transaction using
mobile agent technology incorporating an encryption server.

Inthefigure, the shopping phase beginsat Step 1 and endsat Step 2, inwhichthemobile
agent shops around on the Internet for the best buy and brings back a quote from the
selected merchant. The single arrowheadsin Steps 1 and 2 in thisfigure indicate there
isonly one message round trip between the mobile device and online merchants during
the shopping phase. To illustrate how atypical purchasing agent operates, we used an
agent similar to the one used by Hohl (1998b). This agent consists of a code block and
adatablock asfollows:

/I CODE BLOCK
public void startAgent(){
1 if (merchantlist == null){
2 merchantlist = getTrader().getProviderOf(“BuyFlowers™);
go(merchantlist[1]);
break;
}
if (merchantlistimerchantlistindex].askprice(flowers) < bestprice){
bestprice = merchantlistimerchantlistindex].askprice(flowers);

~N o o &~ W
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Figure 3. The sequence of eventsfor an online mobil e business using mobile agentsand
an encryption server
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8  bestmerchant=merchantlistimerchantlistindex];
9 }

10 if (merchantlistindex >= (merchantlist.length - 1)){
11 requestquote(bestmerchant, flowers);

12 go(home);

13 }

14 go(merchantlist[++merchantlistindex]);

15}

/I DATA BLOCK

address home =“PDA, sweet PDA”;
float maximumprice = 20.00$;

good flowers = 10 red roses;
address merchantlist[] = empty list;
intmerchantlistindex =0;

float bestprice =20.008;

address bestmerchant=empty;
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The purchasing agent visits a list of pre-selected online merchants to search for the
lowest price of abunch of flowers. This“lowest price” shopping strategy isencoded in
the code block from line 6 to line 8. The data block specifies the agent owner’ s budget
($20), the merchandise to be purchased (10 red roses), the accumulated values of the
agent’ sitinerary, and someother bookkeeping variables. Beginning at “home,” the agent
requests alist of online merchantsto visit on line 2. Then the agent migrates to each of
the merchantsin thelist. While visiting amerchant, the agent compares the merchant’ s
offering price to the currently best known price, and then updates the “bestprice” and
the “bestmerchant” variables if necessary. After all the listed merchants have been
visited, the variable “bestmerchant” will contain the merchant who offered the best
quote. Finally, line 11 in the agent’ s source code requests the best merchant to send an
official signed quote to the agent or directly to the agent’s home.

After receiving the official quote from the merchant selected, in order to activate the
purchase-payment phase, themobiledevicewill request theencryption server to perform
all the necessary cryptographic operations, as shown in Steps 3 and 4 in Figure 3. The
necessary cryptographic operations were discussed in the sections “E-Commerce
Approach|” and“E-Commerce Approach|1”. Finally, Steps5to8inFigure 3 performthe
actual purchase and payment transaction by sending messages among the three
business participants.

Conclusion

Aswirelesscommuni cation technol ogy hasadvanced, new avenues of mobilecommerce
have become available. However, this opportunity to reach more customers through
wirelesschannelsand mobile deviceshasled to ahigher risk for theft and fraud. Because
of the portable features introduced for user convenience, mobile devices usually have
alimited display size, limited input capability, limited computati on power, limited power
usage, and limited datatransfer rate. Theinsecurebroadcast medium and limited physical
resources of mobile devices have made the development of security mechanisms even
morechallenging.

This chapter has discussed the common resource and security concernsfor involvedin
conducting an online business. In spite of their different underlying communication
infrastructures, both e-commerce and m-commerce face many of the same security
concerns and thus share the same security requirements. To see how these security
requirements are satisfied in e-commerce, this chapter described two existing ap-
proaches, SET protocol and digital cash. However, until theintensiveresource consump-
tion can bereduced, these exi sting approaches cannot be used directly for m-commerce.
Fortunately, by utilizing the emerging mobile agent technology, the application of
existing e-commerce methods for m-commerce becomes possible, especially for those
methods that require many message round trips. This chapter also illustrated how to
apply the mobile agent technology for m-commerce using an example.
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Abstract

With the rapid growth in mobile commerce (m-commerce) applications, the need for
providing suitable infrastructure to support these applications has become critical.
Secure multicast is a key element of thisinfrastructure, in particular, to support group
m-commer ce applications such as mobile auctions, product recommendation systems,
and financial services. Despite considerable attention to m-commer ce security, most
existing security solutions focus on unicast communications. On the other hand,
numer ous solutions for secure multicast exist that are not specifically designed with
m-commerce as a target environment. Clearly, to address secure multicast in m-
commer ce, we must start by forming a comprehensive picture of the different facets of
the problem and its solutions. In this chapter, we identify system parameters and
subsequent security requirements for secure multicast in m-commer ce. Attacks on m-
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commer ceenvironmentsmay under mine sati sfying these security requirementsresulting,
at most times, in major losses. We present a taxonomy of common attacks and identify
cor e services needed to mitigate these attacks and provide efficient solutionsfor secure
multicast in m-commerce. Among these services, authentication and key management
play amajor role. Given the varying requirements of m-commer ce applicationsand the
large number of current key management schemes, we provide a taxonomy and a set of
performance metrics to aid m-commerce system designers in the evaluation and
selection of key management schemes.

| ntroduction

The exponential growth of the Internet, wireless communications, and el ectronic com-
merce, coupled with therecent advancesin mobileWeb servicesand pervasive comput-
ing, aretransforming mobile commerce (m-commerce) fromanideatoreality. However,
for m-commerce to realize its potential, there is a critical need for providing suitable
serviceenvironmentswherenumerousmobile, context-aware, smart serviceswill interact
among themselves, and consumers and suppliers to accomplish commercial transac-
tions. Securegroup communicationsis, therefore, one of thekey elementsof thisservice
environment. M-commerce applicationssuch asmobil e auctions, product recommenda-
tion systems, and financial servicesrequire secure and reliable group communications
services(Varshney & Vetter, 2002). In additionto being secure, group communications
servicesunderlying such applicationsal so need to be efficient in termsof thecomputing
and communi cations overhead that they impose on the mobile devices. Whilereal-time
responseis of concernin some applications (e.g., stock trading transactions), dynamic
joins/leaves of group members is of concern in other applications (e.g., online video
games). Unlikee-commerceapplicationsthat run onfixed networking infrastructureswith
fairly highreliability and bandwidths, m-commerceapplicationshaveto depend (at | east
partly) onwirelessinfrastructure. Typically, wirelessinfrastructure haslow bandwidths,
is power constrained, and is often not so dependable. These requirements, as well as
othersto be discussed shortly in this chapter, call for secure multicast communications
services supporting m-commerce applications.

Inorder tofurther illustratethe need for secure multi cast communicationsin m-commerce,
let usconsider two scenarios, oneinvolving mobileauctionsand the other acollaborative
investigation team.

i Mobile auctions: Consider an auctioning system where both sellers and buyers
can participate in an auction involving both stationary and mobile users. For
exampl e, anantiquecollector ontravel may want to beal erted about onlineauctions
even when on travel. Since some of these auctions may have only short durations
for the sale of theitems, it isimportant that the mobile user be able to participate
in the process while on the move. For example, let us assume that afirm XYZ
specializesin online antique auctions. All potential customers must subscribe to
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this firm’'s services. Whenever a seller (not necessarily a subscriber) intends to
auctionanitem, he/sheinformsthe XY Z firm, providingaminimum price. Thefirm
sendsthisinformation to all its subscribers through a secure multicast. While the
users on the Internet with fixed | P addresses can be reached viathe |P Multicast
protocols, the coverage of mobilesubscriberscallsfor amobilemulticast protocol .
One of the challengesin achieving thiscoverageistheability to locate the mobile
users and efficiently multicast the messages to them. Obviously, they would be
geographically distributed in different regions. Another challengeistimely deliv-
ery. Since most auctions are time-sensitive, it is important that all subscribers
receivetheinformationinatimely manner, andtheir responses(or bids) also reach
the destination in atimely manner. In addition, it may be important to guarantee
delivery to all subscribers. In other words, each auction message should reach its
subscribers(mobileor stationary) withavery high probability. If XY Z firm cannot
offer such guarantees, thenitwill soonloseitsclients. Similarly, itismostimportant
that the messages received by the subscribers be genuine. This can be enforced
by some security authentication measures. Insummary, thisscenarioillustratesthe
need for asecure multicast protocol that isreliable, real-time, secure, and scal abl e.
It should handle both mobile users and static Internet users.

i Collaborative investigation team: Let us now consider ateam of expertsinvesti-
gating an accident at a production plant. The accident resulted in injuries, loss of
equipment, and loss of production. It istheteam’ sresponsibility to determinethe
fault, rectify or replace machinery, and restart production assoon aspossible. Such
investigation involves personnel from several agenciesincluding the production
mangers, the plant managers, the machinery manufacturers, the labor union
representatives, the injured personnel, the physicians (if seriously injured), the
insuranceagents, and soforth. Clearly, itisimpossibleto assemblethemall in one
place asthey may be geographically distributed. However, if we assumethat each
of them has access to a laptop with wireless connection, then a mobile multicast
session can be set up among theteam members. Sincetheinvestigation may involve
access to some confidential documents, it isimportant that the multicast session
be secure. In addition, the membership within a session may be dynamic. For
example, asthe chief investigator beginsinvestigation, he/she may find the need
to bring in the machine manufacturer’s design engineer to discuss some details
about the machine’ s safety features. However, once thisisdone, the designer can
be let go. So there are frequent joins and leaves into the multicast session. The
mobility isessential sincethe needed persons may be at any place at thetimethey
arerequired. For example, themaintenance engineer involved may beat adifferent
plant location at the time of investigation. The physician who attended theinjured
may beinahospital. Theinsurance agent may bedriving ontheway toinvestigate
yet another claim. The design engineer may be located in another country (in a
different time zone). While some of the personnel may participate in the group
interaction using mobile phones, in general they need accessto laptopswhere the
discussionsor documentary evidenceare being shown to the membersinasession.
It is also essential to authenticate each participant in the session and record his
or her comments in a way to ensure non-repudiation. The session needs to be
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encrypted so only the authorized participants can know the conversations, due to
the confidential nature of the contents. Clearly, this calls for a reliable secure
multicast servicein amobile environment.

Intherest of the chapter, we discussthe primary issues underlying secure m-commerce
environments. Based on these issues, we then identify a set of m-commerce multicast
security requirements. Under trusted system conditions, these requirements will be
satisfied. However, attacks on m-commerce environments may disrupt thefulfillment of
these requirements, resulting, at most times, in major losses. Weinvestigated different
attacks and in this chapter, we present a taxonomy of common attacks that impede
satisfying the security requirements. Core servicesneeded for efficient securemulticast
in m-commerce are presented next. Among these services, multicast protocols, authen-
tication and key management play amajor roleand aretherefore explainedinmoredetail .

Dimensions of Secure Mobile Commer ce

Security inmobilenetworksisparticularly difficult toachieve. Many characteristicsare
at play. These include the vulnerability of the broadcast links, the limited physical
protection of the nodes, the transient and sporadic nature of connectivity, the dynami-
cally changing topol ogy, the absence of acertification authority, thelack of centralized
monitoring or management point, and the heterogeneity of devices and networks. This
listisby no meanscomprehensive. Inthefollowing discussion, welook at some of these
issues. (Inthischapter, werefer to mobileand wirelessinterchangeably to mean that the
mobile devicesweconsider are employing wirelesscommunication and that thewirel ess
communication isprimarily used by the mobile devices.)

Wireless Security Issues

Maintaining security is one of the biggest concerns in wireless systems. But unless
security isensured, it cannot be used for any m-commerce applications. Today, encryp-
tion isthe primary mechanism through which security isguaranteed by thewirelessand
mobilesystems. Encryptionisoffered using symmetric and asymmetric keys. Under the
symmetric schemes, both the sender and the receiver share the same secret key.
Typically, the data are encrypted at the sender end and decrypted at the receiver end.
Themost widely used algorithm for encryptionisDESor DataEncryption Standard. M ost
secure applications use this algorithm (Kornak & Distefano, 2002). The 2G wireless
standard GSM encrypts all data between the mobile phone and the base-station using
anA5algorithm (Dornan, 2001).

Under theasymmetric schemes, therearetwo keys—aprivatekey held by the owner and
apublic key known to all. Whenever data (or voice) need to be sent from asourceto a
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receiver, the source encrypts using the public key of the receiver and the receiver uses
its private key to decrypt it. The most commonly used asymmetric algorithm is RSA
(Schneier, 1996). Generally, encryption using asymmetric algorithmsismore computa-
tion-intensive and complex. For this reason, GSM uses asymmetric key algorithm for
exchanging the secret keys and the symmetric A5 algorithm for actual data encryption
(Dornan, 2001).

Another problem that is encountered in wireless systems is the end-to-end security.
Whilethewired I nternet counterpart coversthe entire end-to-end connectionin offering
security (e.g., viaSSL), the wireless systems cover only part of it. For example, the A5
protocol used by GSM only coverstheair part of an end-to-end connection. Inthiscase,
the application hasto useits own encryption prior to sending dataon theair. Similarly,
the WAP (wirelessapplication protocol) security coversonly the mobile part of the data
link (uptotheWAPgateway). Onceagain, theapplication may haveto explicitly encrypt
datato obtain atruly end-to-end secure service (Malloy, Varshney & Snow, 2002).

Another mechanism for security isusing some hardware devicesfor authentication. For
example, SIM or Subscriber Identity Module, is the central element of the security
mechanisminm-commerceandisincludedin protocolssuchasGSM, GPRS, or UMTS.
Itistypically implemented asasmart card that servesasrepository for all thesubscriber’s
vital information. Itincludesanindividual authenticationkey andaPIN codethat the user
hasto enter in order to unlock the SIM. The same authentication key (symmetrickey) is
used intheuser’ shomelocation registry (HLR) (Sadeh, 2002). WA P suggested another
card, theWIM or wirelessidentity module, that isissued by abank, credit card company,
or athird party. In fact, a dual slot handset solution has also been suggested (Sadeh,
2002).

The other security concernsin these systems are viruses, cloning and theft. Since data
are downloaded onto the wireless devices, the threats of viruses always exist. They can
bethwarted by the samemeansason PCs. Cloningiswhen somedeviceclonesasanother
device, thus hiding its own identity. Using mechanisms such as SIM cards, this could
bemitigated. Using measuressuch asbiometricstoverify theuser’ sidentity can prevent
theft of the wireless devices and then its misuse. This way, even if amobile deviceis
stolen, the miscreants still cannot use it.

Wireless Network |ssues

When dealing with wireless networks for m-commerce, we need to keep in mind the
following limitations of thistechnology (Varshney, 2003).

i Coverage area. Wireless coverage is not pervasive. In addition, there is no
guarantee that the signal can penetrate through all its obstacles such as buildings
and tunnels. Thus, mobile applications should be prepared for interruptions in
service, as the user is moving.
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i Bandwidth. The bandwidth offered by a connection depends on the allocated
bandwidth for the channel aswell asthe wireless protocol. As of today, these are
much lower than the conventional wired networks.

i Latency. Thisisthetime between a user sending a message to the time it reaches
itsdestination. Inadditionto thebandwidth, factors such asthe propagation delay,
the protocol overhead, and the traffic on the network affect the latency.

i Reliability. Thisisamajor concern in wireless networks. Dropped bits or frames
and corrupted frames are common in wireless networks. This may often result in
dropped connections.

i Cost. Thisisyet another criterion. Whilethe connection chargesare coming down,
they are still high compared to the wired counterpart.

Node Issues

In m-commerce applications, since several remote entities participate in atransaction,
nodes must assume some degree of trust in other nodesin accomplishing their tasks. For
example, nodes are expected to cooperate to route messages from source to destination.
Similarly, implementation of reliablemulticast (asexplained|ater) requiresthe coopera-
tion of several nodes.

In addition to this cooperative behavior, to preserve resources such as power and
bandwidth, mobilenodesare expected to have some autonomous decision authority. For
exampleanode may decide not to participatein carrying out atransaction because of its
depleting battery. Alternately, a multicast coordinator may tune the quality of service
provided based on the available nodes.

Communication Technology |ssues

Bandwidth isaprimary criterion in the success of successful implementation of awide
variety of m-commerce applications. Today, cell phone technology uses either 2G
(second generation) or 22 G technology. 2G phonesconvert all speechintodigital form.
Themost popular of the 2G technologiesisGSM, or Global System for Mobile Commu-
nications. Typically, the data rate in these systems is about 10-30 Kbps. The next
generation, the 2 %2 G, refersto both WAP (Wireless Application Protocol) and higher
dataspeeds matching those of fast modems(Dornan, 2001). Thethird generationwireless
(3G) technology is expected to provide higher datatransfer rates of upto 2 Mbps. Itis
also expected to provide avariety of advanced services including video conferencing.
Finally, the 4G is expected to provide datarates of up to 100 Mbps (Dornan, 2001).
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M -Commer ce M ulticast
Security Requirements

Thereareawidevariety of security requirementsaffecting multicast group communica-
tionsin m-commerce. The precise set of requirementsis determined by the specifics of
an m-commerceservice. However, acommon set of requirementscan be given that many
m-commerce applications share. Following is aset of such key requirements.

i Confidentiality: The sender of a message (data or information) should be able to
determinethe set of receiversthat havearight to read the datacontent. In multicast
communications, due to changesin group membership, we consider two types of
confidentiality—backward and forward confidentiality. Forward confidentiality
meansthat adeparting member cannot read messages multicast after itsdeparture.
Enforcement of thisrulerequiresthat no arbitrary number of departingmemberscan
colludetoread futuretraffic. Likewise, backward confidentiality meansthat new
memberswill not be ableto read multicast messagesprior toitsjoin. Thisrequires
that no arbitrary number of new members can collude to read past traffic.

i Authenticity: It should be possible for the communicating partners to be able to
unambiguously identify each other. There are three potential authentication
requirementsin multicast communications: group, sender, and source authentica-
tion (Varshney, 2002). Group authentication ensuresthat the datahave originated
from somemember of thegroup, beit asender or areceiver. Sender authentication
ensures that the data have originated from only the designated senders. Finally,
source authentication requires that the individual sender of the multicast data be
authenticated.

i Integrity: Maintaining integrity of multicasted data means that data content
remai nsunchanged during transmission. Thesuccessful execution of m-commerce
transactions among group participants generally requires the assurance that
session traffic be protected and hence are not altered during transmission.

i Availability: This means that eligible participants with appropriate privileges
should receive servicesas contracted. Inm-commercetransactions, itisimportant
to ensure the availability and continuity of secure services given an environment
characterized by transient broadcast communications that may involve many
entities with heterogeneous resources. Unlike wired services, unavailability of
servicesismuch morelikely, if not properly handled.

i Access Control: We need to ensure that only those with appropriate credentials
are permitted access to the group session. Access control is needed to control, to
grant and revoke privilegesand al so to keep track on the amount of usages of each
member (e.g., for accounting purposes) (Canetti et al., 1999).

Other security requirements for m-commerce applicationsinclude multilevel security,
non-repudiation, and interoperability. The security architecture deployed should be
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able to provide different levels of security services based on system policy, context
information, environmental situations, temporal circumstances, availableresources, and
soforth (Eltoweissy & Bansemer, 2003). Also, dueto the heterogeneity inthe operating
environments(e.g., atransaction acrossawire-line, wireless, and ad hoc networks), itis
necessary to support multipleinteroperable security services. Finally, non-repudiation
isessential sothat the authenticated exchange can afterwards be unambiguously proved
to have happened (Grahn, Pulkkis& Guillard, 2002).

Security Attacks in M-Commerce
Environments

Inthissection, weanalyzeattacksagainst sati sfying the multicast security requirements
outlined in the previous section. We classify attacks according to their violation of the
main security requirements of confidentiality, integrity, authenticity and availability.

Attacks Against Confidentiality

This category consists of attacks that attempt to threaten the confidentiality of data
being sent in an m-commerce multicast message. Three types of attacks appear to be
commonplace.

i Trafficanalysis: Using awirelesscard in promiscuous mode and softwareto count
the number and size of packets being transmitted, an attacker can determine that
thereisactivity onthenetwork, thelocation of wirel essaccess points, and thetype
of protocol being used in the transmission. Thus, whilethe attacker may not know
the exact content of messages being exchanged between parties, it can detect the
degree of activity and make some inferences.

i Eavesdropping: Both passive and active eavesdropping may have damaging
effectson m-commerce. Assuming that asession isnot encrypted, which seemsto
be the case with at |east half of the wireless traffic (Welch & Lathrop, 2003), an
attacker that passively monitorstraffic can read the datatransmitted in the session
and al so can gather informationindirectly by examining the source of apacket, its
destination, size, number, and timeof transmission. Inadditionto passivelistening,
attackers in active eavesdropping inject messages to help them determine the
contents of messages. Access to transmission and (partially) known plaintext,
such as a destination | P address, are sufficient for this attack.

i Man-in-the-middle (violation of privacy): Without encryption or authentication
inuse, an attacker can read datafrom an ongoing session violating confidentiality
or modify packets, thus violating the integrity of data. The attacker establishes a
rogue intermediary, like an access point or an end-node router, the target unwit-
tingly associates to the rogue that acts as a proxy to the actual network.
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Attacks Against Integrity and Authenticity

Launching these attacks generally requires successful system intrusion and the use of
one or more of the confidentiality attacks described above. Three primary types of this
category areidentified below.

i Session hijacking: Here, the attacker takes away an authorized and authenticated
session fromitslegitimate owner. Thetarget knowsthat it no longer hasaccessto
the session but may not know that the session has been taken over by an attacker
who is masquerading as the target.

i Replay: An attacker captures the authentication of a session to gain accessto the
network sometime after the original session. Since the session was valid, the
attacker may interact with the network using the credential sand authori zations of
the target.

i Man-in-the-middle (code and data injection or modification): Thisis similar to
the man-in-the-middle attack on confidentiality above.

Attacks Against Availability

These are also known as denial-of-service (DoS) attacks (Mirkovic, Martin & Reiher,
2002; Welch & Lathrop, 2002; Wood & Stankovic, 2002). DoS attackscan beclassified
into the following three categories.

i Disabling of service: Anattacker, with accessto transmission, caninject malicious
code by exploiting aflow in the design or implementation of an application. Even
without accessto transmission, an attacker can useajamming deviceto corrupt the
communication signals. In addition, physical tampering with network nodes is
made easy with the large-scal e deployment of small inexpensive devices charac-
teristic to many mobile network.

i Exhaustion: With access to transmission, an attacker can deplete the battery of a
device or deny accessto processing by engaging the device in expensive compu-
tations, storage of state information, or high traffic load.

i Cycle-stealing (or service degradation): Here, an attacker’ sintent isto consume
some portion of the system resources. Sincethe attacks do not |ead to total service
disabling, they could remain undetected for asignificant period of time(Mirkovic,
Martin & Reiher, 2002).

It isto be emphasi zed that the combination of the challenges outlined in the second and
third sections make m-commerce environments inherently weaker than their wired
counterparts. The problemisindeed exacerbated with the use of group communications.
For exampl e, dueto hardwarelimitationsand theinvol vement of many mobile partiesthat
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may join or leave the group arbitrarily, access control can no longer depend on access
control lists(ACLs); instead, it will requiredistributed solutionswith highly dynamicand
distributed trust functions. This will increase the complexity of the solution and the
exposureto attack. Uncontrolled, or loosely controlled, group accessallowsany hostin
the global network to send multicast datato a group, which may cause congestion, or
even worse, denial of service. Also, due to the limited communication range of most
mobile devices, it is possible to have long chains of multihop routes from sender to
receiver(s). Theresulting length of the communication path increasesthe probability of
attacks such asthe man-in-the-middle attack. Moreover, given the collaborative nature
of nodes assumed in mobile ad hoc networks, a compromised node could paralyze the
entire network by disseminating fal se routing information. Thus, security multicasting
ismuch moreimportant in m-commerce.

Core Services for Efficient Secur e
Multicast in M-Commer ce

Now that we are motivated by the need for secure multicasting in m-commerce, welook
at the services needed to support efficient secure multicasting. Especially, establishing
security among dynamic groups is more complex. For example, managing the dynamic
nature of multicast groupsduring thelifetimeof thegroupinvolvesavariety of activities
including the creation of agroup; the sending, routing and reception of group commu-
ni cations; the modification of group membership; and finally the deletion of agroup. A
set of core services needed for such management is described below.

Cryptography

Therequirementsof secure multicast can be satisfied only with the use of cryptographic
techniques. Thus, besides data traffic, group members also exchange keying material.
The keying material comprisesthe keys used to encrypt/decrypt the datatraffic and the
keys, if any, used to encrypt/decrypt the keys used for the data traffic when the latter
need to be updated (Bruschi & Rosti, 2000).

Denying Access to Physical Layer

Thisisan essential servicetoamelioratetheproblem of denial of serviceduetojamming.
It also may provide lightweight methods to help strengthen confidentiality and aid in
group-authentication (Jones et al., 2003). It can be achieved by possibly acombination
of several techniques. Following are afew techniques to achieve this objective.
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i Frequency hopping: This technique can provide the needed service to wireless
networks. Giventhat aperpetrator can use known techniquesto discover ahopping
sequence by monitoring transmissions, security canonly beprovidedif thedesign
modifies the hopping sequence in less time than is required to discover the
sequence. Parametersin the specification of frequency hopping determinethetime
required to discover the sequence:

* Hopping Set: The set of frequencies available for hopping,
¢ Duwell Time: Thetimeinterval per hop, and

* Hopping Pattern: The sequence in which frequencies in the hopping set are
visited.

A dynamic combination of these parameters canimprove security at little expense
of memory, computation and power. As frequency hopping requires events to
happen simultaneously for both sendersand receivers, all must maintainasynchro-
nized clock.

i Resistance to physical tampering: Form factor and low cost of the majority of
mobile wireless devices lead to considering only minimal tamper resistance and
protection. Indeed, rudimentary tamper protection can be obtained by blanking out
memory if thedeviceispried open. However, the protection offered by thissolution
is far from adequate. Researchers in Jones et al. (2003) propose a lightweight
solution to the tampering problem that does not rely on the use of sophisticated
tamper-resistant hardware. Their solution depends on the concept of neighbor-
hood awareness.

Authentication

The two popular techniques for authentication are digital signatures and message
authentication codes. Among these, digital signatures form the basis of authentication
protocolsin secure multicast. Here, a sender produces a digital signature based on the
message contentsand itsown private key. They are used to allow receiversto verify the
credentials of the entity sending the message.

A message authentication code (MAC) isan authentication tag (al so call ed achecksum)
derived by applying an authentication scheme, together with a secret key, to amessage.
Unlike digital signatures, MACs are computed and verified with the same key, so that
they can only be verified by the intended recipient. There are four types of MACs: (1)
unconditionally secure, (2) hash function-based, (3) stream cipher-based, or (4) block
cipher-based (Di Pietro & Mancini, 2003). Depending on the type of security and the
overhead that can be afforded, a specific technique may be chosen.
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Group Membership Control

This is the most basic component of a secure multicast protocol. It allows only the
authorized hosts to join the multicast group, guarding against unilateral subscriptions
by arbitrary hosts. A group membership control protocol isemployedinorder tovalidate
group members before giving them access to group communications. As previously
mentioned, thereisaneed for group membership control protocols based on distributed
trust and group decisions.

Key Management

K ey management isat the heart of asecure multicast. Key managementisusually defined
by the key agreement mechanism when the multicast sessionisinitiated and during the
successive key exchanges throughout the session when there are changes in group
membership. Effective key management schemes must ensure that none of the keysare
compromised duringinitial key distributionor during re-keying. I deally, thekey manage-
ment protocol must be such that hosts can join and leave the multicast group without
affecting the other membersof thegroup. In practice, addition and removal of hosts must
take place affecting as few members of the group as possible.

Thedynamicsof mobile commercecomplicateskey management. For example, mobility
support necessitates not only supporting member joins and leaves but also member
transfers between networks while remaining in the session. Also, the cooperative
operation inherent in mobile ad hoc networks requires a key management solution to
consider the level of trust to impart to the nodes in the network and the performance
implications should amember node |eave the network.

Reliable and Efficient Routing

Routing protocols play an integral role in support of multicast communications for m-
commerce. No singlerouting protocol can be expected to handle all the different types
of multicast group requirements. Some groups may have short delay tolerances between
communicating members. Others may tolerate delay but requirethat databereceived at
aconstant rate. Some groups, by virtue of their size, may impose considerable overhead
on participating routersif the supporting routing protocol exhibits poor scaling proper-
ties such as significant state requirements. An overview of multicast routing protocols
(MRP) ispresented in the next section. (A detailed study of multicast routing protocols
is beyond the scope of this chapter.)
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M ulticast Routing

During the lifetime of a multicast group, a variety of activities occur, including the
creation of a group, the sending, routing and reception of group communications, the
maodification of group membership, and, finally, the deletion of agroup. MRPshave an
effectonall entitiesinvolvedin multicast communications. Thisimpact can be manifested
in terms of increased bandwidth consumption, memory consumption, or processing
overhead. Inadditiontothesecosts, the M RPswill affect multicast performancethrough
theimposition of variouslatenciessuch asdelaysinjoining or leaving agroup and delays
in communi cations between members.

The extent of theseimpactsis dependent upon the attributes of the MRP. K ey attributes
of MRPs are the type of delivery tree created, the joining process, and unicast routing
algorithm dependence. Today’s MRPs employ two main types of trees: shortest path
trees (SPTs) and shared trees(SPTs). SPTsresultin atreethat describesthe shortest path
from aparticular source to all recipients on thetree. SPTsare built for each senderina
multicast group and are distinguished within routers by the tuple (source, group) where
source is the unicast | P address of the sender and group is the multicast address of the
group. Examples of protocols employing SPTs include Distance Vector Multicast
Routing Protocol (DVMRP) (Thaler, Estrin& Meyer, 1998), M ulticast Open Shortest Path
First (MOSPF) (May, 1994), and Protocol Independent Multicast - Dense M ode (PIM-
DM) (Deering, Estrin & Farinacci, 1999). Shared trees, asthe nameimplies, resultin a
single tree being used regardless of the source of the data; thus, only one tree is built
for an entire multicast group. Exampl esof shared tree protocolsinclude Corebased Tress
(CBT) (Ballardie, 1995) and SimpleMulticast (SM) (Periman et al., 1999). Because SPTs
areoptimal distributiontreesthey will imposelower delaysin datadelivery. Sharedtrees
will impose greater delays but this delay can be minimized through the use of various
heuristicsfor computing near-optimal shared trees(Kompella& Pasquale, 1993). Some
MRPs support a hybrid approach through the utilization of shared trees and, when
dictated by traffic (e.g., high bandwidth consuming senders), source-based trees.
Examples include Protocol Independent Multicast —Sparse Mode (PIM-SM) (Estrin,
Farinacci & Helmy, 1998).

Joiningamulticast group can beimplicit or explicit. Asimplied by thename, explicitjoin
requiresarecipient toexplicitly request to receive datafor the multicast group. MOSPF,
CBT, and SM use explicit join. On the other hand, some routing protocols utilize data
driven methodsto establish group membership. All hostsreceivedataimplicitly (implicit
join) unlesstheir associated multicast router removesitself from the delivery treeviaa
mechanism such as prune message. The protocols are termed data driven because the
process of forwarding datato all sub-networks creates the underlying delivery tree for
the multicast group. DVMRP and PIM-SM use implicit join. The advantage of explicit
joinsisthat recipients only receive data they request and thus bandwidth overhead is
reduced. Conversely, datadrivenorimplicit join protocol srequiredatato beperiodically
forwarded throughout aninternetwork, potentially to networkswith no group members.
Because of the additional bandwidth consumed by data driven protocols to create and
maintain the distribution tree, protocols that utilize explicit joins are inherently more
scalable. Moreover, MRPs that are data-driven rely on multicast data delivery (via
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Table 1. Summary of multicast routing protocols attributes

) . Intra/ ) Routing

routing Spe: Scalability gﬁ::‘éﬁ% rocess T | Inter %‘;'ge Algorithm
Domain Dependence

DVMRP ;';‘t)r:t(ﬁ O(SX G) | datadriven intra implicit | dependent

shortest underlying routing | . .
MOSPF path O(SX G) database intra explicit | dependent
PIM-DM ;';?r:t&d O(SX G) | datadriven intra both independent
! O(G) - RP-centered  shared | . o

PIM-SM | hybrid O(SX G) | trees intra implicit | independent

CBT shared O(G) t?g:b&d shared intra explicit | loose coupling

SM shared | O(G) t?g:b&d shared inter explicit | independent

flooding to all links) to build and maintain distribution trees. Conversely, the process
of explicitly joining agroup createsthenecessary stateinroutersto beginthedistribution
of datato thejoining member. Depending upon the periodicity of flooding mechanisms,
an MRP that employs explicit joins can be expected to exhibit lower join and leave
latencies.

MRPs have varying degrees of dependency on underlying unicast routing protocols.
Some MRPs are completely dependent upon a particular unicast routing protocols.
Others operate independently from the underlying unicast routing protocols and thus
offer moreflexibility. DV MRPand M OSPF are both compl etel y dependent upon specific
unicast routing protocols being present. Both PIM-DM and PIM-SM were purposely
designed to maintain complete independence from unicast routing protocols. On the
other hand, CBT, while not reliant on a specific routing protocol, isloosely coupled to
underlying routing protocols.

SPTs offer the best method to minimize delay at the price of reduced scalability.
Conversely, the shared trees utilized by PIM-SM and CBT result in lower overall costs
in both bandwidth consumed and stateinformation required with greater relativelatency.
Thebandwidth available, the number of groupsand sendersontheinternetwork, andthe
timeliness requirements will all affect the choice of the multicast routing algorithm.
Table 1 summarizes our discussion on the attributes of multicast routing protocols.

It is to be noted that this survey of MRP and their attributes is not intended to be a
completecharacterization of all MRPs. Thereare many other protocolsinvarying stages
of development (Moy, 1994). However, many of the newer protocols are actually
evolutionary advances of the core MRPs listed above. Protocols such as Ordered Core
Based Trees (OCBT) (Shields, 1996) were designed as a result of flaws in current
protocols such as the formation of loops. Other protocols such as HIP (Shields, 1998),
KHIP(Shields& Garcia-Luna-Aceves, 1999), and Boarder Gateway M ulticast Routing
Protocol (BGMP) (Kumar, Radoslavov & Thaler, 1998) were designed to extend the
underlying MRPto allow inter-domain multicasting capabilities. Morerecently, applica-
tion level multicast is emerging as a viable alternative to network level multicast,
especially for peer-to-peer and mobile ad hoc networks (Banerjee, Bhattacharjee &
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Kommareddy, 2002; Gui & Mohapatra, 2003; M oharram, Mukkamala& Eltoweissy, 2004,
Ratnasamy et al., 2001). Additional characteristics to consider in such networks are
transient communications, weak infrastructure, and routing node autonomy. All issues
discussed previously becomemoreamplified under thesemorerestrictive characteristics
(Moharrum, Mukkamala& Eltoweissy, 2004).

Multicast Authentication

In multicasting, whenever agroup member receivesamessage, it would liketo ensurethe
authenticity of the message. This is referred to as source authentication. Typically,
digital signatures are used for this purpose. For example, if the source usesits private
key todigitally sign amessage, then the receivers could use the public key of the sender
to verify the message authenticity. Thisis an essential function in m-commerce also.

Whileit is not difficult to design an authentication protocol, it is certainly a challenge
to design onethat is efficient. In particular, a multicast authentication protocol should
satisfy thefollowing properties(Perrig, 2001):

i Efficient generation and verification of signatures
. Real-timeauthentication

i Individual message authentication by the receiver
i Robustness to packet loss

. Scalahility

° Small size of authentication information

Among the several existing mulicast authentication protocols, BiBa(Perrig, 2001) and
TESLA (Perriget al., 2002) seem to be most efficient and scalablein termsof the above
properties.

InBiBa(Binsand Ballssignature) (Perrig, 2001), asender precomputesval uesthat it uses
to generate BiBa signatures. The values are generated randomly in such away that the
receivers can instantly authenticate them using the public key of the sender. Each such
value is referred to as a SEAL (or self authentication values). Here, the signer first
computes the hash value h of the message to be multicasted. The signer then computes
the hash function Gh to all the SEALsit currently has generated. It now findstwo seals
that havethesamehashvalue(using G,). Suchapair of SEAL sformsthesignature. When
areceiver receivesthe message along with the SEAL pair, it regeneratesthe hash h, and
verifiesto seethat the hash G, when applied on the pair of SEAL sgivesthe samevalue.
Thus the verification process only involves the computation of three hash function
computations. The security aspects of the scheme are discussed in Perrig (2001).

TELSA (Timed Efficient Stream Loss-tolerant Authentication) is another broadcast
authentication protocol (Perrig etal., 2002). It requiresthat all thereceiversinthegroup
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beloosely timesynchronized (i.e., thetimedifferenceisat most D) with thesender. Like
BiBa, it needs an efficient mechanism to authenticate keys at the receiver. In addition,
itrequireseither the sender or thereceiver to buffer somemessages. The protocol mainly
depends on the sender’ sability to split timeinto timeintervals, to generate sequence of
SEALs(asinBiBa), and to assign them to thetime intervals. For amessage sent during
a time interval, the sender uses the corresponding signature to generate a message
authentication code (MAC). Thisisappended to the message. When areceiver receives
amessagewiththeMAC, it verifiesitsauthenticity with the corresponding signaturethat
it knows a priori. Messages with verified MACs are accepted.

Multicast Key Management

A considerable number of key management protocols have been proposed in the
literature (Benerjee & Bhattacharjee, 2001; Di Pietro, Mancini & Jajodia, 2002; Doneti,
Mukherjee & Samal, 200; Eltoweissy & Bansemer, 2003; Harney & Muckenhirn, 1997;
Hubaux, Buttyan & Capkin, 2001; Kruus, 1998; Law, Etalle & Hartel, 2002; Mittra, 1997,
Rafaeli, 2000; Selcuk, McCubbin & Sidhu, 2000; Setia, Zhu & Jajodia, 2002; Wallner,
Harder & Agee, 1999; Wong, Gouda& Lam, 2000). Existingliteraturedescribesdifferent
waysto classify multicast key management solutions (Bruschi & Rosti, 2000; Dondeti,
Mukherjee & Samal, 2000; Eskicioglu, 2002; Rafaeli, 2000). In Dondeti, Mukherjee, and
Samal (2000), protocolsareclassified aseither scal ableor non-scalable, whilein Bruschi
and Rosti (2000), protocols are classified according to the stricture used for key
distributioninto flat, tree-based, clustered, and others. A third classification in Rafaeli
(2000) is based on the authority that controls the key management; host-based, sub-
group-based, and centralized are the three values used in this classification. Finally,
Eskicioglu (2002) usesatwo-dimension classification based on the control authority and
scalability. Inour opinion, scalability isbetter used as a performance metric rather than
a solution classification one. Also, we distinguish between the data group and the
control group. The data group comprises all the members interested in receiving data
traffic targeted to the group, while the control group is comprised of all the entities
involved in the (re-)keying operations such as key generation, distribution, and agree-
ment. We propose anew two-dimension classificati on based onthe characteristics of the
control group and the structure used for key distribution. For simplicity, in thischapter,
weusethetypeof entitiesinvolvedinthe control group asthe characteristic representing
the control group.

Ingeneral, therearetwo typesof approachesto building key management structures. One
involvesmaintaining astructureof keys(key-based structure), whilethe other maintains
a structure of nodes (node-based structure). Using either approach, three main struc-
tures exist; one structure involves maintenance of a flat organization (Harney &
Muckenhirn, 1997), another structure callsfor maintaining ahierarchical organization
(Wong, Gouda& Lam, 2000), whileathird oneusesclusters(Mittra, 1997). Y et, afourth
alternative may use ahybrid approach (Eltoweissy & Bansemer, 2003).

The other dimension of our classification is the control group. Accordingly, key
management solutions may be divided into two classes:
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i Centralized schemes: a single group controller responsible for the generation,
distribution, and replacement of all group keys. The central group controller does
not have to rely on any auxiliary entity to perform key management functions.
Moreover, it may achieveamorereliableand synchronized key distribution. With
only one control entity, however, the controller isacritical point of failure. Also,
mobility and scalability requirements cannot be met with a centralized server
especially for large groups.

° Distributed schemes: further divided into server-based and node-based schemes.

i Server-based: the management of the group isdivided among aset of servers. The
most common example of thisgroupislolus, wherethe multicast groupisdivided
into sub-groups with each sub-group having its own controller (Mittra, 1997).
Other examplesinclude key management servers that do not belong to the group
and arethereto support mobility servicesfor key management (Rafaeli, 2000). The
distributed server approach ameliorates the problem of a single point of failure.
However, trust i ssuesarisewherethegroup owner must trust all controllersinstead
of just one.

i Distributed node-based: no explicit group controller and the key management
functionsaredistributed among themembers (Di Pietro, Mancini & Jajodia, 2002;
Doneti, Mukherjee & Samal, 2000; Law, Etalle & Hartel, 2002). Each member is
trusted to contribute its share to generate the group keys. For some large-scale
mobile or ah hoc networks, this approach may provide the needed sol ution to cope
with the issues of mobility and lack of infrastructure. Synchronization and trust
issues complicate the use of this approach.

Overview of Multicast Key Management Schemes

Thereare many different schemesfor key management in secure multicast communica-
tions. These schemes range from a centralized, straightforward approach to a totally
distributed management solution that calls for each member to contribute to the
construction of thegroup key. Each system of key management hasitsbenefits; fromlow
overhead on the system resources in the more simplistic approaches to producing a
cryptographic key that may never bebroken by anintruder inthe more complex methods.
Following isasummary of some current key management schemes.

Group Key Management Protocol

The most straightforward method of key distribution is to use a centralized group key
controller, asinthe Group Key Management Protocol (GKMP) (Harney & Muckenhirn,
1997). The centralized controller in this protocol has command of all the group key
management. GKMPrequiresthat every timeamember |eavesthegroup, anew group key
isgenerated and distributed to the group members. Thisrequiresthat the new group key
be encrypted with each member’ s personal key encryption key. Thisdistribution costis
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linear to the group size. This approach also requires the centralized controller to store
keysthat total the number of group membersplusone. The most considerabl e drawback
of GKMP isthat failure of the centralized controller isfatal to the whole system.

lolus

Theloluskey management schemeusesasecuredistributiontreetolink userstoasingle
group (Mittra, 1997). In practice, the multicast group is divided into subgroups. At the
top level, there is a group security controller (GSC), which controls the subgroup
controllersknown asgroup security intermediaries (GSIs). Boththe GSCsand GSlscan
be called by acommon name, group security agents (GSAS).

Inlolus, each subgroup hasitsown security keys, managed by the GSI for that subgroup.
The GSI actsasamediator between its subgroup and the other subgroups, generatesthe
key, andtakescareof registrationstothe upper level hierarchiesof thesystem. Thiscalls
for the GSI to deliver messages from and to the other subgroups.

Complementary Key Scheme

Thecomplementary key scheme (CK S) optimizesthekey management bandwidth usage
at the cost of key storage space. CKS has a root controller that shares a separate key
encryption key with each member. The root generates the group key for multicast
communication and distributes it separately to each member, encrypted with that
member’ s separate key encryption key.

Thisschemeis called complementary because the root generates something known as
acomplementary variablefor each member and sendsthisvariableto all the members of
the group. The root will not send a member its own variable, just the complementary
variable of all other members. This meansthat each member hasto store variables that
total the number of members of the group plus one; the key encryption key, the group
key, and all other members' complementary variables. Asthe group grows, so doesthe
number of variables each member must store.

Hierarchical Tree Schemes

Hierarchical tree schemes assign several keys per user, and result in a balance between
storage space, number of message transmissions, and key encryptions (Wong, Gouda
& Lam, 2000). Thekeysareorganizedinak-ary treesothat internal nodesof thetreehold
akey and some keys are common to several usersin amanner similar to lolus (Mittra,
1997). Thus, each member knowsasubset of all keysincluding apersonal key encryption
key. The keysare structured so that each user knowsthe keys along the path from itself
to the root, but no other keys.

Thegeneral logical key hierarchy (LKH) schemefor group key management usesacentral
key server to store and distribute group keys (Wong, Gouda& Lam, 2000). LKH usesa
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treestructurefor key management. A symmetric key correspondsto each nodeinthetree.
Each node knows only the corresponding keys up to the central node. Thisiscalled the
key path and is simply a set of keys a particular node has knowledge of. By using key
paths, re-keying can be minimized when anew nodeleavesor joinsthegroup. Only nodes
that know about keys on the new node’s key path need to be changed.

Distributed Framework for Scalable Secure Many-to-Many
Communications

Distributed Framework for Scalable Secure Many-to-Many Communications (DISEC)
(Kruus, 1998) is atotally distributed multicast key management scheme that does not
make use of acentralized controller. It isbest suited for many-to-many communication
where most of the group members are multicast sources. The mainideain DISEC isto
distribute the key management tasks and overhead evenly between group members as
opposed to mechanisms where the controller does most of the work.

Pre-Deployed Keying

Pre-deploying keying is the process of distributing keys to the nodes of the network
before deployment. This process can be used on networks where computing resources
arelimited, such aswirelessad-hoc and sensor networks. Pre-deployed keys can beused
in network-wide and single node settings. Network-wide pre-deploy keying involves
giving a single key to each group in the entire network. Using a network-wide key
minimizes the amount of storage used on the node. If the network key was to be
compromised all communicationsthat flow through the network could beviewed. Node-
specific pre-deployed keying involvesgiving akey to each unique node combination on
the network. Using node-specific pre-deployed keying invol ves more resources, which
may be unacceptable in the typical wireless node platform. The node combination key
offersmoreprotection thanthe network key model. If acombinationkey iscompromised,
only the communication between the two nodes that share that key could be viewed.

Evaluation of Key Management Schemes

Quite anumber of schemes have been proposed and/or devel oped for key management
for secure group communications. However, the effectiveness of any proposed scheme
and its suitability for m-commerce applications must be measured against objective
criteria, which can then be used as the basis for comparing it with other schemes or
implementations. In general, multicast key management can be eval uated based on aset
of metricgroupsshowninTable2. Inadditiontothese metrics, resiliencetointermittent
communications due to mobility isalso an important selection criterion.

While anumber of performance evaluation studies exist (Moyer, Rao & Rohatgi, 1999;
Setia, Zhu & Jajodia, 2002; Zhang et al., 2002), in this chapter astudy by Setia, Zhu and
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Jajodia has been chosen for discussion as representative of the processes and method-
ology widely used for comparative performanceeval uations(Setia, Zhu & Jajodia, 2002).
Thestudy proposes and examines agroup key management techniquethat addressesthe
problem of reliableandtimely delivery of updated keysto group members. The proposed
protocol is called WKA-BKR, which is based on two principle ideas, weighted key
assignment and batched key retransmission, which, according to the authors, reduce the
bandwidth overhead of reliablekey delivery protocol by exploiting thespecial properties
of logical key hierarchies and the group rekey transport payload. In the performance
evaluation, certain aspects of WKA-BKR are compared with two other group key
management techniques, multi-send protocol, and proactive forward error correction-
based (FEC-based) rekey transport.

Inthe performance eval uation of WKA-BKR, multi-send, and proactive FEC-based rekey
transport protocols, two metrics were chosen:

i Average bandwidth overhead. Because of inherent differences in the three
protocols, thisis defined alittle differently for each of them.

e WKA-BKR: bandwidth overhead is the ratio of the total nhumber of keys
transmitted by the key server during the rekey event to the total number of
encrypted keys.

* Multi-send: bandwidth overhead is the ratio of the total number of packets
multicast duringtherekey, including all replicated and retransmitted packets, to
the total number of packetsin the rekey payload.

Table 2. Evaluation metrics for key management schemes

Metric Group M easurement

Time complexity Measured in terns of the time needed for a group to be initialized with a
group key before normal multicast commences and the time needed for a
new key to be distributed upon a member’sjoin or leave.

Computation complexity Measured in terms of the total number of key encryptions during data
transmission and the number of key encryptions at sender.

Communication complexity Measured in terms of the number of messages needed for re-keying times
their sizein bits.

Stor age complexity Measured in terms of the amount of storage required to store the keys in
the multicast group; the keys managed by sender, keys at a member, and
the keys at sub-group controller.

Collusion Measured in terms of the minimum number of departing members that
can collude to read future traffic. Likewise, the minimum number of new
members that can collude to read past traffic.

Scalability Measured in terms of the degree of dependency of the data transmission
and encryption on the size of the group, and the effect of removing a
member on the other members of the group.

Trust Measured in terms of the (quantified) reputation level of an entity
involved in key management and the number of entities at each
reputation level that must participate in the key management function.
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* Proactive FEC: bandwidth overhead istheratio of thetotal number of packets
multicast during therekey, including all the parity packets, to the total number
of packetsin the rekey payload.

i Rekeying latency. Thisisdefinedin Setia, Zhu, and Jajodia(2002) as, “the number
of multicast roundstaken by aprotocol for successfully delivering thekeysinthe
rekey payload to all the members of the group.”

Evaluation resultsindicated asubstantial differencein bandwidth overhead between the
three key management techniques, especially as the percentage of high-loss receivers
increased. WKA-BKR out performsthe FEC-based protocol by some 26%, while both of
thesewere significantly moreefficient than the multi-send protocol. A graphic compari-
son of bandwidth overhead may be seen in Figure 1.

Interms of the second performance metric, an examination was made of the distribution
of the number of memberswho had not yet received all their keysat the beginning of an
arbitrarily chosenround. Asseenin Figure2, FECismarginally better than WKA-BKR,
but both of these again far outperform multi-send.

Conclusions of this study include (1) WKA-BKR has a substantially lower bandwidth
overhead than the other protocols tested; (2) FEC-based protocols have slightly lower
latency than WK A-BKR; both have substantially lower latency than multi-send; and (3)
WKA-BKR outperformsthe other tested protocol sover awide range of group sizesand
also tends to be less sensitive to network loss conditions.

Figure 1. Key server bandwidth overhead
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Figure 2. Latency of key delivery
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Example Revisited

L et usnow revisit themobileauctioning systemintroduced inthefirst section. A typical
scenario depicting this system is shown in Figure 3. Here, a central auctioning system
isconnectedtothelnternet through areliable, high-bandwidthline. Toaccommodatethe
mobile users geographically distributed throughout the country, the central agency has
established several agents. The agents are connected to the central agency through a
high-bandwidth connection viatheInternet. Thus, the agentsand the central agency can
exchange information reliably and at high data rates.

The subscribers may be either mobile or connected through a wired connection to the
agents or to the central agency. Whenever an auctioning has to take place for an item,
thecentral agency multicastsviathewired network toitsagents. Inturn, each agent shall
multicast the messagein itsregion. Sincethe auctioning information isbeing pushed to
the subscribersviamulticast, thecellular operators(e.qg., Verizon, Sprint, Suncom) also
play arolein the scenario.

The multicast message, containing encrypted data from the auctioning system, is
received by the subscribers via wireless or wired network. The auctioning system
softwareinstalled on each (m-commerceaware) device(e.g., cell phone, laptop, worksta-
tion) receivesthe message, decryptsit and presentstoitsuser. The software al so checks
for the authenticity of the sender (i.e., certified by the auctioning system) and the
integrity of the message (e.g., digital signature). All these aspects require careful
consideration of the encryption scheme, the length of the keys, the cost of encryption
(to send) and decryption (to receive) at the mobile device.
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Figure 3. Scenario illustrating mobile auctioning system
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All theissues of group key management that we had discussed inthe earlier sectionsare
applicablehere since usersmay subscribeaswell asunsubscribe. The agentsalong with
the central agency could implement the administrative functions of group management
and key changeswhen usersjoinand |leave. Theefficiency of thissystem greatly depends
onthedynamicsof themembership. If usersareallowedtojoinandleaveat thebeginning
of a month, then batch group management techniques may be used to reduce the
overhead.

The reliability issue of the wireless network may also need to be addressed here.
Multicasting itself assumesareliable underlying communication network system. Inthe
case of wireless systems, this may be achieved through mechanisms such as repeated
transmissions with duplicate filtering at the end-user software.

Insummary, thismobileauctioning system encompassesall aspects of multicasting that
we discussed so far in the context of m-commerce.

Conclusion

We aimed at motivating research and providing a comprehensive picture of the salient
issues in secure multicast communications for mobile commerce. Mobile commerce
applications such as mobile auctions and collaborative investigation services need
securemulticast support. Most existing security sol utionsfor m-commerce applications,
however, assume unicast communications. On the other hand, numerous solutions for
securemulticast exist that are not specifically designed for m-commerce. Inthischapter,
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we identified and discussed different facets of the multicast security problem in m-
commerce. In particular, we identified system parameters and subsequent security
requirements. We presented ataxonomy of common attacksand identified coreservices
needed to mitigatethese attacks. Key management servicesplay abasic rolein securing
multicast communications. Giventhevarying requirementsof m-commerceapplications
and thelarge number of current key management schemes, we provided ataxonomy and
aset of performance metricsto aid in the evaluation and sel ection of key management
schemes.

Numerous generic schemes exist for authentication and key management in multicast
communicationsthat can be applied to m-commerce environments. However, schemes
that consider application semantics, such astransaction semantics, and communication
semantics, such asad hoc routing semantics, are still an open researchissue. Other open
researchissuesrelated to multicast security inm-commerceincludetrust rel ations, multi-
level access control and membership verification, and denial of service attacks.
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Chapter | X

M -Payment Solutions
and M -Commer ce
Fraud M anagement
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Abstract

Mobile security and payment are central to m-commerce. The shift from physical to
virtual payments has brought enormous benefits to consumers and merchants. For
consumer sit meansease of use. For mobileoperators, mobile payment presentsa unique
opportunity to consolidate their central roleinthe m-commer ce value chain. Financial
organizations view mobile payment and mobile banking as a way of providing added
convenience to their customers along with an opportunity to reduce their operating
costs. The chapter starts by giving a general introduction to m-payment by providing
an overview of the m-payment value chain, lifecycle and characteristics. In the second
section, we will review competing mobile payment solutions that are found in the
marketplace. The third section will review different types of mobile frauds in the m-
commer ce environment and solutions to prevent such frauds.
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| ntroduction

M obile commerce (m-commerce) growsdramatically. Theglobal m-commercemarketis
expected to beworth astaggering US$200 billion by 2004 (Durlacher Research, n.d.; More
Magic Software, 2000). M-commerce can be defined as any electronic transaction or
information interaction conducted using a mobile device and mobile networks, for
example, wirelessor switched public network, whichleadstotransfer of real or perceived
value in exchange for information, services or goods (Mobilelnfo.com). M-commerce
involvesm-payment, whichisdefined asthe process of two parties exchanging financial
valueusingamobiledeviceinreturnfor goodsor services. A mobiledeviceisawireless
communication tool, including mobile phones, PDAS, wireless tablets, and mobile
computers (M obile Payment Forum, 2002).

Dueto thewidespread use of mobile phonestoday, anumber of payment schemes have
emerged which allow the payment of services/goods from these mobile devices. In the
followingsectionsan overall view of them-payment valuechain, them-paymentlifecycle
and the m-payment characteristics is given. Also the operational issues are analyzed,
which are critical to the adoption level of a payment system. The operational issues or
characteristics will help in the unambiguous identification of the payment solutions.

M-Payment Value Chain

Many different actors can be involved in mobile payment process (McKitterick &
Dowling, n.d.; MobilePayment Forum, 2002). For exampl e, thereisaconsumer who owns
themobiledeviceandiswillingto pay for aserviceor product. Theconsumer initializes
the mobile purchase, registers with the payment provider and authorizes the payment.
A content provider or merchant sells product to the customer. In the mobile payment
context, content can range from news to directory services, shopping and ticketing
services, entertainment services, and financial services. The provider or merchant
forwards the purchase requests to a payment service provider, relays authorization
requests back to the customer and isresponsiblefor the delivery of the content. Another
actor in the payment procedure is the payment service provider, who isresponsible for
controlling the flow of transaction between mobile consumers, content providers and
trusted third party (TTP) as well as for enabling and routing the payment message
initiated fromthemobiledeviceto becleared by the TTP. Payment service provider could
be amobile operator, abank, acredit card company or an independent payment vendor.
Another group of stakeholdersisthe trusted third party, which might involve network
operators, banks and credit card companies. The main role of the TTPisto perform the
authentication and the authorization of transaction parties and the payment settlement.

Finally thereare mobile operatorswho are more concerned with the standardization and
interoperability issues. They may also operate mobile payment procedure themselves
and provide payment services for customers and merchants. One thing that needsto be
considered is who receives the customer data. Customers rarely wish to divulge any
information, whereas the same customer information might beimportant for merchants
or content providers for their business. Payment procedures need to ensure that none
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of the players receive the data, for example, when customers use a prepaid payment
solution to buy goods but also need to require divulging customer information to any
of the players considered.

M-Payment Lifecycle

Payment transaction processin amobileenvironment isvery similar to typical payment
card transaction. The only difference is that the transport of payment detail involves
wireless service provider. WAP/HTML based browser protocol might be used or
payment details might betransported using technol ogies such as bluetooth and infrared
(MobilePayment Forum, 2002).

Mobilepayment lifecycleshowninFigurelincludesseveral mainsteps(TelecomMedia
Networks, 2002):

1  Registration: Customer opens an account with payment service provider for
payment service through a particular payment method.

2. Transaction: Four steps are identified in an m-payment transaction.

(8 Customer indicates the desire to purchase a content using a mobile phone
button or by sending an SM'S (short message service).

(b) Content provider forwards the request to the payment service provider.

(c) Payment service provider then requests the trusted third party for authentica-
tion and authorization.

Figure 1. M-payment life cycle
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(d) Payment service provider informs content provider about the status of the
authentication and authorization. If customer issuccessfully authenticated and
authorized, content provider will deliver the purchased content.

3 Payment settlement: Payment settlement can take place during real -time, prepaid
or postpaid mode (Xiaolin & Chen, 2003). A real-time payment method involvesthe
exchange of some form of electronic currency, for example, payment settlement
directly through abank account. In aprepaid type of settlement customers pay in
advance using smart cardsor el ectronicwallets. Inthe post-pay mode, the payment
service provider sends billing information to the trusted third party, which sends
the bill to customers, receives the money back, and then sends the revenue to
payment service provider.

Operational Issues in M-Commerce Payment

Payment schemes can be classified as account based and token based. In the account-
based scheme, consumersarebilled ontheir account. Thisschemeisnot suitablefor small
value transactions. In the token-based scheme, a token is a medium of payment
transaction representing some monetary value and requires the support of the payment
provider or TTP. Customershaveto convert theactual currency totokens. Therearethree
different billing methods. Oneisreal time, inwhich someform of electronic currency is
exchanged during the transaction. The payment settlement can also be prepaid where
customers pay in advance to have a successful transaction. Another method is the
postpaid method in which customers pay after they receive the service/good.

Customers will choose a new payment method only if it allows them to pay in an
accustomed method. The different payment settlement methods offered by the provider
will hence play a crucial role. Based on payment settlement methods, the payment
solutions can also be categorized as smart and prepaid cards solution, electronic cash
or digital wallets solution, direct debiting and off-line-procedure solution, and credit
cards and payments via the phone bill solution. In the payment using smart card or
prepaid card sol ution, customersbuy asmart card or prepaid card wherethemoney-value
is stored and then pay off for goods or services purchased. Customers can also upload
adigital wallet with electronic coinson aprepaid basis. The smart cards, prepaid cards
and digital walletsarethusused for prepai d payment sol ution. Another form of payment
settlement isdirect debit from the bank, whichisareal-time payment method, sincethe
purchase amount will be deducted as soon as the customer authorizes the payment.
Payment method can also be using the phone bill or the credit card, where the customer
pays for the good or services purchased at alater time. Payment by phone bill is one of
the simplest methods of payment inwhich aspecial merchant-specific phone number is
called from the mobile phone, which causes a predefined amount to be billed to callers’
telephone bill. Thesetypes of payment schemes are applicable only to asingle payment
amount, providing limited security, and requiring usersand merchantsto sharethe same
mobileoperator (Pierce, 2000).

Smart cards can be used for all thethreetypes of payment methods, for example, credit,
debit and stored value as well as in authentication, authorization and transaction
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processing (Shelfer & Procaccino, 2002). A smart card thus enables the storage and
communication of personal information such asvalue of goodsandidentity. A smart card
can be either amemory card or processing enabled card. Memory cards are one type of
prepaid cards, which transfer electronic equivalent of cash to the merchant electronic
register. Processor cards, on the other hand, can be used as a debit card, credit card or
astored value card. A major drawback isthelarge costs associated with replacement of
theexistinginfrastructure. In addition, themodel lackstechnical interoperability among
existing smart card architectures.

Theadoption of various payment frequenciesin payment processisalso acritical factor
to make m-commerce payment succeed. It can be paid per view where consumerspay for
each view, or increment, of the desired content; for example, downloading Mp3 files,
video file or ring tones. It can also be paid per unit, where consumers pay once for each
unit successfully completed with the content provider. A consumer would spend a
certain number of units during each session, which is subsequently billed to the
customer; for example, customer participating in an onlinegame. Thethird typeisaflat
rate payment where consumerspay arecurring amount to access content on an unlimited
basis for acertain period of time; for example, customer being charged to have access
toanonlinemagazine (McKitterick & Dowling, n.d.). Thesuccessof apayment solution
will also depend on whether it can pay for awide range of products and services. The
payment can beamicro-payment, whichrefersto apayment of approximately $10or less.
In a micropayment system the number of transactions between each payer and the
merchant islarge as compared to the amount of each individual transaction. Asaresult
transaction-processing cost grows for such systems. This kind of setting is addressed
by a subscription scheme where abulk amount is paid for which the use of aserviceis
bought for a certain period of time. Traditional account based systems are not suitable
for these kinds of transactions and hence the need for third-party payment processors
ariseswhich accumul atethetransactionsthat can bepaidfor at alater time. The payment
can also be macro-payments, which refers to larger value payments such as online
shopping. It is also important to consider the technical infrastructure required by the
customers to participate in a payment system (Krueger, 2001; Mobey Forum Mobile
Financial ServicesLtd, 2001). Somesolutionsdo not requireany changesto thehardware
or software, which will then have a trade-off on the security aspect of payment. Some
solutionsrequireasophisticated technol ogy, which may bevery secure but may not have
taken the user’s convenience into consideration. Most current payment solutions are
SMS or WAP (Wireless Application Protocol) based. Some of the solutions use dual
chip. In addition to SIM (Secure Identification Module), a second chip, such as WIM
(Wirelessldentity Module), standard smart cards and memory flash cards, isintegrated
into mobile device to provide the security functionality. The dual slot technology can
also be used for payment services. Thistechnology usesaregular SIM-card to identify
themobiledeviceand also provideasecond card slot for acredit or debit card integrated
withinamobile phone. Payment solutionsrelying on an external chip card reader, which
isconnected to themobileterminal using Bluetooth, infrared technol ogiesor acable, al so
come under the dual slot category.

In addition, software based payment solutions have been considered. A software agent
based wirelesse-commerceenvironment hasbeen proposed (Maamar et al., 2001), called
Electronic Commercethrough WirelessDevices(E-CWE). Theenvironment associates
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userswith user-agents, embodiesuser-agentswith personalization and mobility mecha-
nisms, and relates providersto provider-agents. Initially a 2ME application has to be
downloaded which providestheinterfaceto credit card information, including merchant
and payment data. Then credit information is posted via HTTPS connection to the
payment serviceprovider. All businesslogicisfetched fromthe Web server and usually
no new software or hardware is required on the device.

Mobile Payment Systems or Solutions

Thissectionwill portray current mobile payment sol utionsand compare them from user
perspective of cost, security and convenience. The Electronic Payment Systems Obser-
vatory (ePSO) identified over 30 different mobile payment solutions, each with itsown
particular set of technologies (ePSO, n.d.). Mobile operators provide many solutions:
someby financial playersand othersinvolvingalliancesbetween operatorsand financial
organizations. Most of the solutionsinvolve arelatively similar process.

Exi sting mobile solutionsare categorized based on the payment settlement methodsthat
areprepaid (using smart cardsor digital wallet), instant paid (direct debiting or off-line
payments), and post paid (credit card or telephone bill). The three payment settlement
optionsmay vary intheir requirements, process of payment and technologiesused. The
only requirement to a prepaid type of payment solution is a PIN for authorizing a
transaction and a smart card value or stored value card for making payment. The
technol ogical requirementsrange between just amobilephoneto asmart card withadual
slot phoneand smart card reader. The payment procedure startswith customersselecting
aproduct or service and themode of payment. Next, customersauthorizethetransaction
using PIN number and then the payment amount is deducted from the stored value card.

Payment solutions based on payment direct from credit or bank accounts require an
agreement between customer and payment provider that authorizes the payment pro-
vider to divulge the customer information to merchant and charge the customer.
Customers have to divulge their credit card information or bank account number to
payment service providers. The transaction also requires a PIN or a password. The
technologies in use today for this type of solutions are adual slot phone with a smart
reader, dual chip phones(SIM+WIM), and payment provider calling back thecustomer’s
mobile phone. In general the solutions in this category follow the same high-level
process. Customers sel ect aproduct or service and the payment mode and authorize the
transaction by entering aPIN or password. The payment provider forwardsthe card/bank
information to the merchant. The payment amount is deducted from bank account or
credited to customers’ account and paid to the merchant.

The solutions based on charging the customer through phone bill require an agreement
between customer and payment provider to charge the customer’s phone bill. Such
solutions require infrared or bluetooth technologies for establishing connection to the
point of sale. In some cases a premium rate is enough. If the mobile phone uses a
bluetooth/infrared technology, the point of sale contacts the mobile phone using the
technology. Customers will then choose the product or service and authorize the
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payment with abutton click on the mobile phone. Subsequently, the amount is charged
to the phone bill. If the mobile phone uses just a premium rate to select a product or
service, themobile network callsthe point of saleto authorizethe saleand subsequently
the amount is charged to the phone hill.

The following section portrays some current payment solutions such as Paybox, iPIN,
m-PayBill, m-Pay and Jalda. A general analysis of the payment solutions based on
customer requirements of cost, security and convenience is also provided.

Payment Solutions

Paybox

One of themost widespread mobile phone payment applicationsisPaybox (Paybox.net,
2002), which was launched in Germany in May 2000. L ater it waslaunched in Austria,
Spain, Sweden and the UK. This service enables customers to purchase goods and
services and make bank transactionsviamobile phone. The value of purchasesor credit
transfers is debited from customers’ bank account. The infrastructures needed to use
Paybox areamobilephone, abank account and apaybox registration. A typical real-world
mobiletransaction using Paybox isgivenin Figure2. Customerssend their phone number
toamerchant. Themerchant communicatesthis phone number and theprice. The Paybox
system callsthe customer and asksfor payment authorization. Payersauthorize by their
PIN. Paybox informs the trusted third party to settle the payment.

Paybox isvery simpleand easy to use because of thevery limited infrastructures needed
andonly costsasmall annual feefor customers. M-payment isindependent. For example,

Figure 2. Paybox transaction
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it allows servicesto customers of any bank or mobile operator. A key advantage of the
independent payers is that they enable every mobile user to use the service upon
registration, regardless of their mobile service provider. Thisindependency of Paybox
is also helpful to merchants since teaming up with such a payer is more efficient than
teaming up with three or more separate mobile operators. Paybox al so promisesto provide
a fraud protected cost effective system. The disadvantages are that the operation of
Paybox is expensive since the system has to make voice calls using integrated voice
recognition system (1VR) to the customer, which could range over variousdurations. In
addition, there is no data privacy and customer and merchant have no proof of
transaction, which might be a possible cause of fraud. The high latency also restrictsit
to high value transactions (Fischer, 2002). Most of all the transaction can be done only
using a GSM enabled phone.

Anannual feeischarged to customers, but there is no transaction fee involved. Paybox
can be used with any mobile phone. Hence infrastructure costs are low. Peer to peer
transactions come with an extra cost. Customers need to know only the PIN number to
participate and the VR system will then guide them through the rest of the payment
process. Processing of transactionsisfast. Paybox issuitable for macro aswell assmall
payments. Paybox can also be used for peer-to-peer transactions where customers can
send and receive money to other participants. Paybox owns customers’ data and does
not give the personal datato any other partiesinvolved in the process. However, one
drawback isthat both customers and merchantsdo not have any proof of thetransaction.
Somefraud prevention techniquesare promised by Paybox (Paybox.net, 2001), including
address checking and correction using fuzzy logictools, using checksumsfor credit card
numbers and bank account numbers, checks on the demographic data, credit history
checks, and address verification by sending the final PIN.

iPIN

iPIN isaprivately held corporationbasedinBelmont, CA (USA) (ePSO, n.d.; Cap, Gemini,
Ernst & Y oung, 2002).iPIN’ sEnterprise Payment Platform (EPP) isaleading end-to-end
el ectronic and mobile commerce payment technology. It allowsvirtual point of saleand
peer-to-peer paymentsover fixed aswell aswireless networks. Seven software compo-
nents have been identified in iPIN (Cap, Gemini, Ernst & Young, 2002). The main
component of the iPIN payment system is the commerce router, which manages trans-
actions throughout the payment lifecycle. It serves the user-interface pages and
manages all end-user customer account activity. The repository is used for managing
configurations and merchant information. Billing engine does the transaction fee
calculation and facilitates account settlement. The merchant POS controller connectsto
themerchant’ spoint of sale. The payment gateway connectsto financial providerssuch
ashanksand credit card companies. Thebusinessintelligent moduleof iPIN keepstrack
of the success and returns on investments. The usage of the iPIN multiple payment
instruments enables a customer to choose prepaid, debit or credit solution.

A typical transaction using the iPIN payment system is shown in Figure 3. Customers
initiate purchase requests to merchant. The merchant sends an authorization request to
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Figure 3. Transaction in an iPIN payment solution
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the issuer’s commerce router. Customers are redirected to the commerce router for
authenticating themselves after a secure session is established with the commerce
router. After successful authentication iscomplete, the commerce router authorizesthe
transaction. Then the router establishes a transaction record in the database and sends
the authorization responseto the merchant. The merchant then sendsaclearing message
to the commerce router, confirming the transaction.

iPIN offersusersasecure and efficient way to purchase virtual goods and serviceswith
avariety of connected devices including Web, WAP, SMS and IVR. Throughout the
purchase process, the enterprise houses the user’'s personal profile and guarantees
payment to merchants without actually transferring customers’ private financial infor-
mation. Fees are based on transactions. Thereisno setup fee for the customer. Theonly
effort by consumersisto open or activatean account. Usersare afforded several payment
optionsincluding micro payment, and can chooseto associate these chargesto aprepaid
account, monthly bill, and bankcard or loyalty program. Availableviaamobile handset,
self-care tools let users access detailed transaction histories, set account preferences
such asspending limitsand preferred account details, and receive answersto frequently
asked questions. iPIN provides for interoperability between a group of individual
payment networks, allowing merchants from one network to sell to users from other
networks, while giving users access to a larger group of merchants and products.

Vodafonem-PayBill

m-PayBill supportsvirtual POSfor microand small payments(ePSO, n.d.; Vodafone M-
Pay bill, n.d.). Thebill ischargedto customers’ phonebill or fromtheprepaidairtime. The
requirementsfor this payment solution areaWAP phone or aWeb browser to settlethe
payment. Figure 4 shows a typical micro payment transaction using Vodafone. The
V odafone customersregister for m-PayBill onlineby entering their mobile phonenumber,
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Figure 4. Transactions in Vodafone-mPayBill solution
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choosing a username, a password, and afour-digit PIN. When using a WAP phone the
user isasked to enter the PIN for identification. Purchase amount isthen charged to the
phone bill or deducted from prepaid airtime.

m-PayBill membershipisfree; therearenobasic or transactionfees. No extrainfrastruc-
ture needed to perform the transaction except for a WAP phone. m-PayBill provides
interoperability by having service providers outside of European Union plus Norway,
Iceland and Liechtenstein. The personal information is transferred to the service
providersin other countriesfor purchases outside the European Union. The security of
the information will then depend on the privacy policy of that country. Payment
information ismaintained on the server and does not change hands, thus preventing any
chances of fraud. The process is basically easy to understand and provides faster
transactions. Customers who already registered with the Vodafone network operator
need not register again to use the procedure. Payment solution, however, is only
applicableto micro-payments.

m-Pay

m-Pay isamobile payment sol ution devel oped in corporation between PBS, Orangeand
Gemplus(PBS,n.d.). Itisaserver-based credit/debit card payment solution viamobile
phonefor goodsordered viatel ephone salesand onthe I nternet through the PC or aWAP
mobile phone. To use this application the user sends a written application to Orange
asking to link the payment data to the GSM data in a payment server. Activating the
payment function on the mobile phone requires an individually allocated PIN-code,
whichisconnected to the SIM-card in the mobile phone. A typical transaction using m-
Pay isgivenin Figure5.
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Figure 5. Payment transaction in an m-Pay solution
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Customers request a service or product from the content provider. This request in the
form of an SM'S message s sent to payment server, which takes care of authorizing the
payment request. Payment server sends the order information to customers for confir-
mation, which customers do by using apersonal identification number presented in the
SIM card. Theserver will thentranslatethe mobile phonenumber into avalid card number
and conduct a debit/credit card transaction. This confirmation is sent to the payment
gateway for clearing, after which areceipt is generated by the gateway and sent to the
content provider.

Customersmust first register with Orangeto usem-Pay. Theregistrationisfreebut anew
“Orange” SIM card required and payment confirmation service provided comeswith a
cost. An advantage with regards to cost is that customers need not buy new handsets
to use the solution. None of the sensitive information is put on air. A payment receipt
will be sent, whereupon customersreceive notification in theform of an SM'S message.
The payment is carried out by exchange of e-payment certificates. The PBS payment
server verifies any transaction from the SIM card, which ensures that the merchant is
approved to trade and also that the card has not been reported stolen or stopped from
further transactions. To use this payment application, users have to download a script
over theair to activate the dormant payment applicationintheir SIM card. The payment
transaction will take less than 10 seconds. After the PIN code has been accepted by the
SIM application, customersareableto buy airtimeand theamount will automatically be
drawn from their credit/debit card account.
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Jalda

Jaldais an account-based system wherein both consumers and retailers are connected
to aspecial account managed by apayment provider, who usually acts asthe certificate
authority (Dahlstrém, 2001; ePSO, n.d.). For paymentsusing mobilephones, the certifi-
cateisstored centrally with the payment provider. Usersauthorize atransaction through
aPIN-code. It can also be used for Internet transactions, in which case the certificateis
stored in the hard drive. Jaldais a session-based | nternet payment method that enables
payment by the second, item, quantity, mouseclick, search, character, page, or practically
any other parameters. Jaldaconsistsof two parts: an application programinterface (API)
and a payment server that administers user data and keeps track of transactions. The
Jalda actors are consumers who use Jalda API applicationsto purchase viathe mobile
phone and the content provider who usesthe Jalda API to charge consumersfor service.

Thesystem enabl es customersto be charged by whatever parameter the content provider
desires. The content provider deducts asmall transaction fee from the customer phone
bills. Theinfrastructure required isa WAP phone. Security of paymentsis guaranteed
by using strong authentication and non-repudiation protocols. Self-administration
interface enablesusersto control their account. A payment receipt issent to users, which
may be stored in the WAP phone. Jaldais an account-based payment method, enabling
both prepaid and credit-based payments. The accounts are managed and held by the
payment provider and the payment provider usually acts as the certificate authority.
Jalda can also be used for normal payments as well as micro-payments. The Jalda
micropayment protocol is based on a concept of a payment session that isinitiated by
the payer by accepting and electronically signing a session contract with the merchant.
The payment provider will then verify the contract for the vendor. After successful
verification the vendor can then start keeping track of the service used by sending
periodic indications when the consumer is consuming the service.

Jalda supports interoperability but does not enforce it as aglobal standard. Hence two
payment providers need to make an agreement before the respective users can purchase
goods from the other payment provider’s merchants.

Other Solutions

Nokialaunched adual chip solution called EM PS (Electronic M obile Payment Services).
One chip was ausual SIM (subscriber identity module) card and the other was a WIM
(WAP Identity module) for making mobile payments. Parkit is used in some cities of
Finland to pay for parking. Inthissolution aservice number of the parking areaiscalled
after which parking is registered and customers end the parking by calling again to a
nationwide"“ ending number” . The parking feewill beincluded on customers’ telephone
bill, credit card bill or aseparatebill.
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Table 1.The categorization of payment solutions

Payment Solutions I nstant Prepaid Postpaid
Paid
Paybox X
IPIN X X X
m-PayBill X X
m-Pay X X
Jada X X
Table 2. Summary of the payment solutions
Payment COST CONVENIENCE SECURITY
Model
Paybox An annual feeis charged to Useful for macro, microand | Customer personal datais kept
customer, but no transaction peer-to-peer transactions. in the Paybox server and not
feeisinvolved. Peer-to-peer Customer isrequired to exchanged with other
transaction comes with extra know only the PIN number | participants. Fraud prevention
cost. Infrastructure costs are to participate. techniques are employed.
low.
iPIN No setup fee. Fees are based Severa payment options Enterprise houses users’
on transactions. Infrastructure | including micro-payments personal data and guarantees
costs are low. are offered. Interoperability | privacy.
between groups of
individua payment
networksis provided.
Vodafone Membership isfree. No basic | Only applicable to micro- Interoperability between
m-PayBill or transaction fees. payments. Payment process | various countriesis provided,
Infrastructure cost does not is more customer friendly. but requires transfer of
exist except that the customer | Customer who registered personal information. The
might requirea WAP enabled | with Vodafone operator can | privacy of the data will depend
phone. automatically use the on the countries’ privacy
solution. policy.
m-Pay Registration is free. A new Customers need to Payment is carried out by
Orange SIM card is needed, download ascript to activate | exchange of certificates.
which comes with a cost. applications on SIM card. Customer receives payment
Payment confirmationisaso | Payment transaction isfast. | confirmation in the form of
provided with a cost. SMS. Server verifiesevery
transaction from SIM card.
Jalda Content provider chargesa It can be used for normal as | Usage of strong authentication
small transaction fee from well as micro-payments, and | and non-repudiation protocols
customers' phone bills. The supports interoperability but | guaranteed. Payment receipt is
customer might require a has not been enforced as a sent to user.
WAP enabled phone. global standard.

General Analysis of the Payment Solutions

Payment solutions can be categorized on the basis of the payment settlement methods,
which are instant-paid, postpaid, prepaid or a combination of these. In the prepaid
solution, customersbuy asmart card wheretheamount equival ent isstored and then pay
of thisfor goods or services desired. Subscription of services can also be considered as
prepaid type of payment. The prepaid type of solutions allows privacy to users since at
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no point of the process is required to disclose any personal data. The instant paid
solution is that payment settlement is done as soon as users confirm the payment asin
direct debiting systems. In the postpaid solution customers pay for goods or services
later. Payment by credit card and phonebill isan example. Table 1 showsthis categori-
zationfor Paybox, iPIN, m-PayBill, m-Pay and Jalda.

The key to the acceptance of a mobile payment procedure isin the hands of customers.
The determinants affecting the adoption of a payment solution are cost, security and
convenience. Cost includes direct transaction cost, fixed cost of usage and cost for
technical infrastructure on the part of the customer. Security is evaluated by confiden-
tiality of dataand confirmation of the payment. Convenience means ease, comfort, fast
processing and number of accepting merchants and interoperability. Table 2 gives a
summary of the payment solutions based on the customer requirements.

Fraud Management Systems
in M-Commer ce

Fraud is defined as access or usage of the network with the intent of not paying for the
serviceaccessed. It can beeither external or internal totheoperator’ snetwork, and often
involvesboth. Telecommunication fraudisestimated at 22 billion USdollars (USD) per
year and growing annually at 2 billion USD (18 billion to fixed line fraud and 4 billion
attributed to cellular). The convergence of voice and data communications, which has
been driven by the tremendous uptake of the Internet and mobile phone ownership, has
madefraud ahigh priority item on the agendaof most tel ecommunication operators. The
advent of e-commerce activity further compounds the problem as industry analysts
predict phenomenal growth in e-commerce over the next 3 years, with 40% of all e-
commerce transactions expected to occur using mobile devices such as phones and
personal assistants.

Many mobile payment solutionsfailed sincethey were unableto accumulate critical user
mass. Merchants and consumers expressed their distrust in the electronic payment
systems (Dahleberg & Tuunainen, 2001). The possible modes of fraud that will be
experienced within m-commerce payment activity will encompass frauds related to
security breachesin the underlying payment model, aswell asin the underlying carrier
network. A number of technologies are being used to prevent and detect these kinds of
frauds. The frauds that can occur in the m-commerce environment have thus been
categorized as mobile phone fraud, mobile network fraud and fraud specific to the m-
commerce transaction process.

M obile Phone Fraud

Criminals and hackers have devoted time and money to develop and refine their
techniques, applying them to mobile phones as well. Not only is mobile phone fraud
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profitable, the stolen handsets have also provided anonymity to callers engaged in
criminal activities. The varioustypes of mobile phone fraud may be classified into two
categories. subscription fraud and cloning fraud. Subscription fraud occurs from
obtaining a subscription to a service, often with false identity details and no intention
of paying. Cases of bad debt are also included in this category. In subscription fraud,
all the callsfor an account are fraudulent so thereis no fraud-free period. Rulesthat are
good for one time period may not be relevant for future time periods because calling
behavior changes over time.

A signature-based system hasbeen proposed in Cahill, Lambert et al. (2000). Thissystem
is event-driven rather than time driven so that fraud can be detected asit is happening
and not at fixed intervals of time. It isbased on the concept of account signatures, which
may describe call durations, times between calls, days of week and times of day,
terminating numbers, and payment methodsfor the particul ar account. All fraud records
for particular kind of fraud are put into afraud signature. For detecting apossible fraud,
the call is scored by comparing its probability under the account signature to its
probability under a fraud signature. Calls that are unexpected under the account
signature and expected under the fraud signature receive higher scores and will be
considered as more suspicious.

Cloningisthecompleteduplication of alegitimatemobileidentification, namely, theMIN/
ESN pair. Cloned phonescan beidentified withatechnology called call patternanalysis.
When asubscriber’ s phone deviates fromits normal activity, it triggersan alarm at the
service provider’sfraud management system. It is put into queue where afraud analyst
ascertainswhether the customer has been victimized and then remedies the situation by
dropping the connection.

Location awareness of the mobile phone can be used to detect clones within a local
system and to detect roamer clones (Patel, 1997). The success of these techniquesis
based on theassumptionthat thelegitimate phoneswill stay powered up most of thetime.
Clones, by definition, will exist at adifferent location fromthelegitimate mobilephone.
Clone detection within a user’'s current system can be recognized by “too many
locations” and“impossiblelocations’. A phonecannot bemaking acall from onecell site,
and sending a registration message from another. In the cases of too many locations,
fraud can be detected when getting registration messages from two different locations
at almost the same time or getting two registration messagesin an interval shorter than
there-registration period. |mpossiblelocation or velocity violation occurswhen after a
registration message at alocation, another registration attempts from alocation that is
impossibletoreachinthetimeel apsed. For theroaming, fraud i sdetected by monitoring
handsets|ocationsat the HomeL ocation Register (HL R) and regi stration messagesfrom
M obile Switching Center at Visitor Location Register (M SC/V LR) when mobilesenter a
new system.

Mobile Network Fraud

A mobile wireless network is vulnerable due to its features of open medium, dynamic
changing network topol ogy, cooperativealgorithms, lack of centralized monitoring and
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management point, and lack of aclear line of defense. There are many techniques to
prevent mobile network intrusion such as secure MAC, secure routing and encryption.
Intrusion detection approaches can be broadly classified into two categories based on
model of intrusions: misuse and anomaly detection. Misuse detection refersto attempt-
ing to recognize the attacks of previously observed intrusionsin the form of a pattern
or signature, and monitor the occurrence of these patterns; for example, frequent changes
of directory or attemptstoread apasswordfile. Anomaly detectionrefersto establishing
ahistorical normal profilefor each user, and then using sufficiently largedeviation from
the profile to indicate possible intrusions.

Anomaly detection is a critical component of the overall intrusion detection and
response mechanism. Trace analysis and anomaly detection should be done locally in
each node and possibly through cooperation with all nodes in the network. In the
anomaly detection model (Zhang & Lee, 2003), the attack model consists of attack on
routing protocols wherein attacks behave by acting on routing protocols, or it may be
atraffic pattern distortion. Theaudit dataof themodel are comprised of thelocal routing
information and position locator of the mobile node. Classifiers are used as intrusion
detectors and features are selected from the audit data. There are five steps to detect a
possible intrusion in the network: selecting audit data, performing appropriate data
transformation, computing classifier using training data, applying the classifier to test
data, and post-processing alarms to produce intrusion reports.

A technique called Trace modulation has been used in Nobile, Satyanarayanan, and
Nguyen, 1997), wherethe end-to-end characteristicsof awirel essnetwork arerecreated.
Trace modulation istransparent to applicationsand accountsfor all network traffic sent
or received by the system under test. These techniques can be used to detect possible
bugs in the mobile network system

M-Commer ce Payment Specific Fraud

Varioustypes of frauds may arise due to security breachesin the payment model. With
the mobile Internet, a fraudster can pick sensitive information out of the air. The
vulnerabilities may include infection of the mobile device by avirus, use of PINs and
passwords, which are easily guessable, possibility of messages getting lost, spoofing
on cardholder or the payment provider and message replay. The requirements for
protecting m-commercetransactionsare similar to thosefor protecting fixed-linetrans-
actions. Sensitivedata, for example, must be secured during transmission. Thefollowing
sections state various frauds that may occur during the payment life cycle and the
availability of the prevention and management schemes.

Fraud Prevention During Payment Authentication

Just aswith the fixed line Internet, authenticating a user’ sidentity may bethe hurdle at
which demand for m-commerce services could fall. Authentication is a process of
associating aparticular individual with anidentity. Two different techniqueshave been
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used for authorization. Oneisaknowledge-based approach inwhichindividualsusethe
“personal knowledge” about something, likeapasswordor aPIN toidentify themselves.
The other is a token based approach in which the identification is done based on
something apersonhas, likeadriver’ slicensenumber and credit card number. Boththese
approaches are susceptibleto fraud dueto lost or stolen tokens and al so due to personal
identifications that are used by fraudsters (Miller, 1994). A distributed scheme that
solves the problem of uncovering the PIN has been proposed by Tang, Terziyan, and
Veijalainen (2003). The authors suggest that instead of storing the entire PIN digitsin
the SIM of the mobile device, a part of the PIN is stored in the remote machine in the
network. The PIN verification then involves both the mobile device and the remote
machine, each verifying their respective parts of the PIN.

The increased use of wireless devices in m-commerce makes the need for identity
verification even moreimportant yet difficult to ensure; hence the need of biometricsin
thisfield becomesmoreimportant. A biometricidentification processfor smart cardshas
been proposed by Jain, Hong, and Pankanti (2000). A biometric system hasbeen defined
as a system that makes personal identification based on some physical or behavioral
characteristics of the person. In the enrollment phase a characteristic feature of the
individual isscanned and converted to adigital representation. Thisdigital formisthen
processed to acompact but expressiveform called atemplate, whichisstoredinthe smart
card. During the recognition phase the biometric reader captures the characteristic and
convertsitinto adigital form. The generated template is compared with the one stored
in the smart card to establish the identity of the individual. In voice biometric systems
mobile phone speakers are identified and verified based on their voice. The significant
difference between aregular biometric system and the voice biometric systemisthat the
regular one processes an image for identification whereas the voice biometric system
processes acoustic information. Thisdifferencein processing resultsin amajor differ-
enceintheir acceptance sincetheregular biometric system requiresextrainfrastructure
like image scanner whereas the voice biometric system can be deployed in the existing
telecom systems using specialized applications (Markowitz, 2000). Radio frequency
fingerprinting has been used to identify mobile phones. The Supervisory Audio Tones
(SAT) tonefrequency, SAT tonedeviation, maximumdeviation, frequency error, super-
visory frequency, and supervisory tonedeviation are used tofingerprint or individualize
amobilephone (Boucher, 2001).

Itisbeing observed that themobile phoneisvulnerableto malicioussoftwarelikeviruses,
which might be capabl e of creating unauthorized copiesof the PIN or password whenthe
user creates an authentication response to the payment provider. Therefore the various
possibilitiesof virusinfectionin mobile phones should al so be addressed. Two kinds of
applicationsinfected by virus can be downloaded. Oneisthe signed application, which
is authenticated by checking the signature using the public key stored in the mobile
phone. The other is an unsigned application, which is basically un-trusted, and is the
basic cause of identity fraud. To prevent such afraud it would be appropriateto limit the
access of the application to a sensitive resource on the mobile device by systematic
denial or by sending a prompt to the user for validation.
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Fraud During Payment Transaction and Settlement

A fraudulent transaction requires the fraudster to be in possession of the customer
signature, such as PIN or password, and also to be able to send the response message
to the payment provider. A possible way to prevent such a fraud is to send an
authentication request number from authentication server to customer together with the
authentication request, which should be unique for the transaction and should only be
used for the message exchange with the cardholder.

Theauthentication gateway inamobilecommerce environment injectsmessagesintothe
mobile network through a Short Message Switching Center for SM S as the transport or
Unstructured Supplementary Services Data Center (USSDC) when using USSD as the
transport. The messages pass through the Signaling System 7 (SS7) based network
associated withthe mobile network. Thisisthesignaling network used for control of the
mobilenetwork. Itispossiblethat SM S messages can beread or manipulatedif theSM'S
switching center isaccessibletotheuser. The capture of the messagesisasource of mass
fraud attacks. Hence mobile operators involved in the payment process should be
encouraged to review their procedures for protecting all the vulnerable parts of their
network, including the BSSs, SS7 networks and the SM SC/USSDC and their interfaces.

To decrease the probability of fraud, prepaid solutions were introduced which allow
usersto accessspecific servicesfor whichthey pay inadvance. In GSM mobilenetworks
the prepaid solutions are intelligent network, which allows automatic call termination
when the prepaid value reaches zero. Fraud prevention during payment settlement
generally invol ves supporting the non-repudiation property of mobilenetworking. Zhou
and Lam proposed an efficient technique for non-repudiation of billing using digital
signatures and hashing mechanisms (Zhou & Lam, 1998). In this scheme amobile user
needs to submit a digital signature when requesting a call along with a chained hash
value. After this, a series of hashed values are released at predefined intervals, which
allows at most the last unit of service in dispute. The problem of uncollectible debt in
telecommunication servicesisaddressed by using agoal-directed Bayesian network for
classification, which distinguishes customerswho are likely to have bad debt (M aamar
etal.,2001). Digital datacan becopied and auser can spend avalid electronic coinseveral
times. Requiring the vendors to contact the financial institution during every sale, in
order to determine whether the dollar spent is still good, can prevent doubl e spending.
Double spending can also be prevented using tamper resistant smart cards, which
contain a small database of all transactions. Double spending can also be detected, in
which caseadoubl e spender isidentified when the cashis settled in the bank. I n another
detection mechanism tamper resistant device, “Observer” is used to prevent double
spending physically. This allows the owner to spend the coin once in an anonymous
manner, but the identity of the owner would berevealed if he or shetriesto useit again
(Chaum & Pedersen, 1992). The detection schemesthusdo not prevent but deter double
spending and also do not require any specific hardware.
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Resear ch |Issues and Conclusions

Research |ssues

Without a wide popularity and usage, any given payment solution will not survive,
regardless of its different attractive features. The disappearance of some innovative
electronic payment procedures like eCash serves as an example of thisfact. A mobile
payment procedure today should not only consider the option of low to medium macro-
payments, but alsoinclude at | east the potential for further development inthedirection
of cost-effective micro payments.

Apart from the widespread acceptance of the solution by customers, another issue that
remainsto be solved isanissue of different mobile payment service providers. Because
of their existing customer base, technical expertise and familiarity with billing, mobile
telephone operators are natural candidates of the service providers. However, risk
management and the need to ensure the cooperation of different providers for
interoperability in an efficient m-payment system may complicate the issue. Future
payment models may be the bank-dominated models where the mobile phones will
provide just another way for customers to access their bank account. The PKI security
standard, which isnow widespread inthe e-commerce scenario, can be applied to the m-
commerce scenario as well. Integrating PKI into a single SIM handset needs further
study. Finally, EMV, a standard for debit and credit bankcards, deserves consider-
ation.

Conclusions

M obilesecurity and payment are central to m-commerce. Today, anumber of competing
mobile payment solutions have already found their way into the marketplace. In this
chapter we surveyed several payment solutions and listed some fraud management
schemes, which are central to a successful payment solution.

Animportant point whichinfluencesthe establishment of themobile payment procedure
isthetechnical infrastructure needed on the customer side. A sophisticated technology
may fail if the customer is not able to handle it with ease. On the other hand, simple
procedures based on simple message exchange viashort messaging services (SM S) may
prove profitable. Thus, at present and in the future theimportant payment solutionswill
be SM S-based, which can easily be charged to the mobile phonebill of customers. Some
other procedures may integrate two or more solutions. Animportant observation isthat
m-paymentsarestill intheir infancy. The m-payment solutionsarestill being devel oped
with standards defined on individual business segments, which is a major reason for
market fragmentation in this area even though the mobile marketplace is global. Other
interesting areasrelated to m-commerce payment not mentioned in thischapter areissues
of standardization and interoperability. Theseissueswill have to be resolved for these
solutionstoreachtheir full potential, especially in placeslike Europe, wheretherearea
large number of mobile operators and users who tend to roam into different areas.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



M-Payment Solutions and M-Commerce Fraud Management 211

Mobile commerce can only be conducted if all parties believe that there is adequate
security. The majority of users of mobile commerce technologies are concerned about
security. A sound security policy includes identifying security risks, implementing
effective security measures, and educating users on the importance of security proce-
dures. Fraud management systems are becoming increasingly important for wireless
carriers. The challengeisto monitor and profile the activity of the users and to be alert
to the changing nature of fraud.

Refer ences

Boucher, N.J. (2001). The cellular radio handbook: A reference for cellular system
operation (4thed.). New York: A Wiley-Interscience Publication, John Wiley &
Sons Inc.

Cahill,M.H.,Lambert, D., Pinheiro, J.C.,& Sun, D.X. (2000). Detectingfraudinrea world.
InJ. Abello, P. Pardalos& M. Resende (Eds.), Handbook of massive datasets. New
Y ork: Kluwer Press.

Chaum, D., & Pedersen, T.(1992). Wallet databaseswith observers. InE. Brickell (Ed.),
Proceedingsof Crypto 92 (vol. 0740 of LNCS, pp. 89-105).

Dahleberg, T., & Tuunainen, V. (2001). Mobilepayments: Thetrust perspective. Work-
shop Sollentuna September 2001. Retrieved September 14, 2003, from http://
web.hhs.se/cic/seamless/Portal/Documents/Sollentuna/Abstract_Dahlberg
Tuunainen.doc

Dahlstrom, E. (2001). The Jalda payment method. ePSO-Newsletter, 5(5). Retrieved
September 13, 2003, from http://epso.jrc.es/newsl etter/vol 05/5.htm

Fischer, .M. (2002). Towardsageneralized payment model for Internet services. Masters
thesis. Technical University of Vienna.

Jain,A.,Hong, L., & Pankanti, S. (2000). Biometricidentification. Communicationsof the
ACM, 43(2). Retrieved September 14, 2003, fromthe ACM Digital Library.

Krueger, M. (2001). The future of m-payments - business options and policy issues.
Electronic Payment Systems Observatory (ePSO) Institute for Prospective Tech-
nological Studies. Retrieved September 2003, from http://www.e-pso.info/epso/
index.html

Maamar, Z., Y ahyaoui, H., Mansoor, W., & Heuvel, W. (2001). Software agents and
wireless e-commerce. ACM Sl Gecom Exchanges, 2(3). Retrieved September 14,
2003, fromthe ACM Digital Library.

Markowitz, A.J. (2000). V oi ce biometrics. Communicationsof the ACM, 43(9). Retrieved
September 14, 2003, fromthe ACM Digital Library.

McKitterick, D., & Dowling J. (2003). State of the art review of mobile payment
technology. Retrieved September 14, 2003, from Trinity College Of Dublin, Depart-
ment of Computer Science Web site: http://www.cs.tcd.ie/publications/tech-
reports/reports.03/TCD-CS-2003-24.pdf

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



212 Nambiar & Lu

Miller, B.(1994). Vital signsof identity [biometrics]. |EEE SpectrumMagazine, 31(2), 22-
30. Retrieved September 14, 2003, fromthe | EEE X plore Online Delivery System.

Mobey ForumMobileFinancial ServicesLtd. (2001). Thepreferred payment Architecture
Technical Documentation. Retrieved September 2003, from http: //ipsi.fraunhofer.de/
mobile/teaching/m-commerce_ws0203/payment/MobeyTechnical .pdf

Mobile CommerceReport. Retrieved September 9, 2003, from http: //www.durlacher.conV
downloads/mcomreport.pdf

Mobilelnfo.com: M-Commerce. Retrieved September 9, 2003, from http://
www. mobil einfo.com/Mcommer ce/index.htm

M obile Payment Forum. (2002). Enabling secure, interoperabl e, and user-friendly mobile
payments. Retrieved September 9, 2003, from http: //mwww.mobilepaymentforum.org/
pdfs/mpf_whitepaper.pdf

Mobile Paymentsin M-Commer ce, White paper. (2002). Retrieved September 2003, from
Cap, Gemini, Ernst and Young Web site: http://www.cgey.com/tmn/pdf/
MobilePaymentsinM Commr ce.pdf

More Magic Software (2000, November 24). Payment transaction platform. Retrieved
September 9, 2003, from http://www.moremagic.com/whitepapers/technical _
wp_twp021c.html

Nobile, B.D., Satyanarayanan, M., & Nguyen, G.T. (1997). Trace-based mobile network
emulation. Proceedings of the ACM SIGCOMM ' 97 Conference on Applications,
Technologies, Architectures, and Protocols for Computer Communication. Re-
trieved September 14, 2003, fromthe ACM Digital Library.

Patel, S. (1997). Location, identity and wireless fraud detection. |1EEE International
Conference on Personal Wireless Communications, 17-19 Dec. (pp. 515-521).
Retrieved September 14, 2003, fromthel EEE X plore Online Delivery System.

Paybox: ePSO Inventory Database (n.d.). Retrieved September 13, 2003, from http://
www.e-pso.info/epso/index.html

Paybox.net. (2001). Paybox security, Whitepaper, business and technical information
regarding the security at paybox. Retrieved September 2003, from http: //www.
paybox.net/publicrelations/public_relations whitepapers.html

Paybox.net. (2002). Mobile commerce delivery made simple: Whitepaper. Retrieved
September 13, 2003, from http://www.paybox.net/publicrelations/public_ rela-
tions_ whitepapers.html

Payment Technology. Retrieved September 13, 2003, from Trinity College Of Dublin,
Department of Computer Science Web site: http://www.cs.tcd.ie/publications/
tech-reports/reports.03/TCD-CS-2003-24.pdf

PBS. (n.d.). Mobile payment. Retrieved September 14, 2003, from http://www.pbs.dk/
english/produkter/mbetaling.htm

Pierce, M. (2000). Multi-party electronic payments for mobile communications. Doc-
toral dissertation. University of Dublin.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



M-Payment Solutions and M-Commerce Fraud Management 213

Shelfer, K.M., & Procaccino, J.D. (2002). Smart card evolution. Communicationsof the
ACM, 45(7). Retrieved September 14, 2003, fromthe ACM Digital Library.

Tang, J., Terziyan, V., & Veijalainen, J. (2003). Distributed PIN verification schemefor
improving security of mobile devices. Mobile Networks and Applications, 8(2).
Retrieved September 14, 2003, fromthe ACM Digital Library.

Telecom MediaNetworks. (2000, September). M obile payments-commerce. Retrieved
September 13, 2003, from http://www.cgey.com/tmn/pdf/MobilePaymentsin
MCommr ce.pdf

V odafone M-Pay Bill. (n.d.). What isV odafone m-pay bill? Retrieved September 2003,
from http://mpay-bill.vodafone.co.uk/w_mpay.html

Xiaolin, Z., & Chen, D. (2003). Study of mobile payment systems. |EEE International
Conference on E-commerce (pp. 24-27). Retrieved September 14, 2003, from the
|EEE XploreOnlineDelivery System.

Zhang, Y., & Lee, W. (2003). Intrusion detection techniquesfor mobilewirel essnetworks.
Wireless Networks, 9(5). Retrieved September 14, 2003, from the ACM Digital
Library.

Zhou, J., & Lam, K. (1998). Undeniabl e billingin mobile communication. Proceedingsof
the 4th Annual ACM/IEEE International Conference on Mobile Computing and

Networking (pp. 284-290). Retrieved September 14, 2003, from the ACM Digital
Library.

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of Idea Group Inc. is prohibited.



214 Zhu & Ma

Chapter X

Multi-Party
M icr o-Payment
for M obileCommerce

Jianming Zhu, Xidian University, China

Jianfeng Ma, Xidian University, China

Abstract

This chapter introduces a new micro-payment scheme that is able to apply to multi-
party for mobile commerce, which allows a mobile user to pay every party involved in
providing services. The micro-payment, whichreferstolow-valuefinancial transactions
ranging fromseveral centsto afew dollars, isanimportant technique in m-commerce.
Our scheme is based on the hash function and without any additional communication
and expensive public key cryptography in order to achieve good efficiency and low
transaction costs. In the scheme, the mobile user releases an ongoing stream of |ow-
valued micro-payment tokens into the network in exchange for the requested services.
The scheme that is put forward satisfies the requirements for security, anonymity,
efficiency and lightweight.

| ntroduction

The remarkable development of the Internet has brought with it the need to perform
commercial transactions over the network, thereby enabling electronic commerce (e-

Copyright © 2005, Idea Group Inc. Copying or distributing in print or electronic forms without written
permission of ldea Group Inc. is prohibited.



Multi-Party Micro-Payment for Mobile Commerce 215

commerce). A key requirement of e-commerce transactions is the technique to allow
payment to be madefor any purchased item. When such apayment is effected el ectroni-
cally, by exchanging monetary valueacrossacomputer network, it becomesan electronic
payment. Many electronic payment schemes have been proposed, and a lot of them
assume the use of nowadays well-established credit card business environment. The
most well-agreed and dominant el ectroni c payment protocol isthe SET (Secure Electronic
Transaction) protocol (MasterCard & Visa, 1997), produced by Visaand MasterCard to
betheir standard for processing credit card transactionsover networkslikethe I nternet.
However, electronic payment research has been largely concerned with the problem of
making payment to a single vendor across the Internet. Some of them are completely
unsuitable for frequent multi-party payment systems.

Recently, mobile communicationisone of thefastest growing sectorsof thel T industry
and the emergence of wireless and mobile network has madeit possible for the admis-
sion of electronic commerce to a new application and research subject: m-commerce,
which is defined as the exchanging or buying and selling of commaodities, services, or
information on the Internet through wireless network by mobile handheld devices. M-
commerceintroducesthe mobile networksto e-commerce—the mobilehandsets provide
theuserswiththe possibility to perform an e-commercetransaction whenever they want,
wherever they are. The mobile handsets also offer the content providers an already
existing infrastructure that enables the identification of the users. While some of the
existing e-commerce services could properly be used on mobile devices, many of them
are simply not suitable due to technical and physical restrictions.

Wireless network is susceptible to security attacks because in an open network,
information can be intercepted and tampered with easily. Wireless communication
suffers from threats inherited from wired networks and those that are specific in the
wireless environment. On the other hand, because of its limited resource and higher
channel error ratethan that of wired networks, those security schemesinwired network
could not be used directly in wireless environment. Hence, how to build a secure and
efficient environment for mobile electronic payment is a key issue in m-commerce
development.

Micro-Payment

With the rapid development of the Internet, more and more computer users rely on
computer networksfor information ranging from daily newsand journal papersto movies
and so on. Most of the information items on the Internet have low value, ranging from
cents to several dollars.

A micro-payment system isaspecial kind of electronic payment system, which is used
to purchaseinformation goodsover thecomputer network. Theimportant factorsinsuch
apayment system are small amount of payment value (e.g., lessthan onedollar or afew
cents) and high frequency of transactions on the electronic commerce network. In
network business transactions, acustomer usesaWWW browser to buy data, software,
games, music, news, or other services, and transfersthisinformation or servicesonline
through el ectronic communi cation networks. For asmall amount of payment, thesystems
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Figure 1. Basic model of micro-payment
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do not require high transaction security but have to reduce the cost of transaction.
However, some security requirements are essential, such as the authentication of the
customer and the merchant, and the protection of theintegrity of transaction processes.
Ingeneral, apractical system hasthree main propertiesintransaction: (1) customersget
information goodsinreal time, (2) the prices of information goods are low, and (3) the
transactions occur frequently. In mobile commerce, customers buy information or
services online through wireless network with mobile devices.

Basically, amicro-payment system is composed of three entities, that is, users, service
providers (SPs), and value added service providers (VASPs). Figure 1 shows a basic
model of micro-payment system.

Theroleplayersinthemobilemicro-payment shownin Figure 1 comprise mobile users,
SPs and VASPs. Here, a SP plays the role of the broker in general micro-payment
environments. It billstheuser for both basic and val ue-added services, and then redeems
the relevant payment to the VA SP. Considering the lightweight nature of most transac-
tionsto be carried out through mobile communications, the VASP-SPinterface will be
usually off-line.

Multi-Party Micro-Payment

In mobile environments, mobileuserswill have constant connectivity through anumber
of mobileaccessnetworksusing avariety of mobilecommunication protocols. Therewill
be alarge number of independent public and private mobile network operators, perhaps
many thousandswithinasinglecity. Thesize of thedifferent accessnetworkswill range
from wirelessin-building networks, to local areawireless networks for pedestrians, to
wideareacity and suburban cellular networks, andto global satellite broadcast networks,
asdepictedin Figure2 (Peirce, 2000).

Inthisenvironment userswill alwayshbein therange of oneor more mobile networksand
will beableto select onethat meetstheir requirementsbest at thetime. Roaming between
independent networks will occur daily, even for those mobile users who never venture
out of their home city. The mobile infrastructure for such a mobile communication
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Figure 2. Envisioned multi-party electronic payments in mobile environment

Many Value-Added Service
Providers

Multiple Network Operators

environment will bedevel oped fromthe evolution of existing wide-areacellular commu-
nication together with the emergence of low-cost local areawireless techniques.

Whiletherewill bealarge number of different network operators, both mobileandfixed,
therewill bean even greater number of independent VV ASPs. Thesewill provideadditional
services other than transport of user traffic. For example, a VASP might provide
information services such as weather forecasts, street maps, stock quotes, and news.
Services such as voicemail, online banking, and market trading will also be provided.
Some VASPs will allow the purchase of material goods such as concert tickets, drinks
fromalocal vending machine, or the payment for acar wash. Indeed VA SPswill ultimately
provideany servicesthat canbepaidfor. Likenetwork operators, theseVASPsarewilling
to dynamically set charges on a per-call basis, but unwilling to be constrained by NO-
pricing models. It should be possible for any entities with a network connection to
provide services to users willing to pay for them.

A typical scenarioinwhichmulti-party paymentsarerequiredisnow described. A mobile
visitor might driveinto anew city. Ashearrivesat the city outskirts, through one of the
wide-areamobile networks he can obtain acity traffic report and directionsto hishotel.
L ater, having checked into hisroom, heusesthe hotel local areawirelessnetwork to call
an acquaintance, informing her of hisarrival. They make arrangementsto meet in acafe
in a nearby shopping center. Arriving early at the cafe, our visitor uses the local
pedestrian network covering the shopping center to make along distance call, whichis
routed through two independent networks, to aremote VASP that provides voicemail
services for him. So, we should design a multi-party electronic payment scheme that
allows all partiesinvolved in atransaction to be paid in real-time.

Related Works

Many el ectronic payment systems have been devel oped. In general, el ectronic payment
systems are classified into macro-payments and micro-payments by the amount of
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payment val ue. Different payment systemshandledifferent security requirementsplaced
upon each asthe systemsarevaried. Although several different micro-payment schemes
exist, not all of them are suitable for all m-commerce uses. The purpose of this section
isto review existing payment techniques and the underlying cryptographic algorithms
onwhichthey arebuilt, in order totaketheir suitability for usein amulti-party payment
environment.

M acr o-Payment

Such el ectronic payment systems, designed to securely allow paymentsranginginvalue
from approximately one dollar to several thousand dollars to be made, are known as
macro-payment systems. Payments larger than this are usually using traditional bank
transfers over private banking networks. For macro-payment systems, systems are
classifiedintothreetypesof model sbased on how the paymentsareimplemented, which
are credit card based, digital cash, and electronic check (Hwang et al., 2001). Such
systemstypically use complex encryption techniques and require communicationswith
an authorization server to request and confirm payment. In the following, a brief
discussion of payment systems based on these models is presented.

Credit card-based payment systems, such as SET (Secure Electronic Transaction)
(MasterCard & Visa, 1997) and iKP (Hauser et al., 1996), are both online and postpaid
payment withcredit card. Specially, iKP canbeimplemented on different security levels.
According to the security requirements, users can choose asuitablelevel toimplement.
Hence, iKP can be used in micro-payment, too.

There are many payment systems based upon cash-like payment, such as ECash
(Wayner, 1994) and Conditional Accessfor Europe (CAFE) (Boly etal., 1994). A check
isasigned order to pay an identified payee using funds from the payer’ s bank account.
Inan electronic check schemethe check isusually generated and digitally signed by the
payer before being transmitted across the network to the payee for verification. The
payee endorsesthe check by applying afurther digital signature before sendingitto his
network bank. Inthisfield, Financial ServicesTechnology Consortium (FSTC) (Doggest,
1995) and Netcheque (Neumann & Medvinsky, 1995) arefamousel ectronic check models.

The foregoing payment systems cause computation and communication overhead cost
to performthe protocol. Neverthel essthey provide high-level security. However, these
techniquesare not suitablefor micro-payment, becausethe cost for each transaction may
be higher than the value of payment.

Micro-Payment

A micro-payment schemeisan el ectronic payment system designed to all ow efficient and
frequent payments of small amount, assmall asatenth of acent. In order to be efficient,
and keep thetransaction cost very |ow, micro-paymentsminimizethecommunication and
computation employed. Micro-payment schemesaimto allow offline payment verifica-
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tion to utilize lightweight cryptographic primitives. The security requirements are
relaxed, in order to increase efficiency, which is acceptable due to the small amount
involved.

The cost of fraud is more expensive than the possible value to be gained by cheating.
Themajority of micro-payment schemeswere designed to pay for information goodson
thelnternet. A network user might pay to consult an onlinedatabase, read somefinancial
Web pages, listen to asong, or play an online game, and it has great potential to pay not
only for information but for voice and datatransport services, and the quality of service
provided. Ultimately, it should be possible to pay the multiple parties involved in
providing all aspects of a service as that service is consumed.

Two typesof modelsclassified for the micro-payment systems are the notational model
and thetoken model (Ferreira& Dahab, 1998). I nthenotational model payment systems,
userstransfer the payment message enabling the value of the payment and the payment
orders. Some of such systemsare Millicent (Manasse, 1995), Micro-iKP (Bellareet al .,
1995), NetBill (Sirbu & Tygar, 1995), and SVP (Stern & Vaudenay, 1997). Inthetoken
model payment systems, transaction mainly exchanges tokens. The token represents
coinsor bank notes. The PayWord and MicroMint (Rivest & Shamir, 1996) are payment
systems of such type.

Inour recent study (Zhu & Ma, 2002), we present asimple and efficient micro-payment
schemefor el ectronic commerce. I n our scheme, we adopt the signcryption arithmeticand
avoid the public key infrastructure. In each transaction, this scheme needs only one
round communication. Our schemeissimple, safe, efficient and economical.

These micro-payment systems are efficient for repeated small payments. In order to
achieve good efficiency and low transaction costs, apractical micro-payment systemis
needed without any additional communication and expensive public key cryptography.
After investigating the various existing micro-payments schemes, we have classified
micro-payments into four categories based on the employed cryptographic constructs
and the communication overhead—hash chains, hash collisions and sequences, secret
sharing, and probability. The fact has indicated that hash chains are best suited to a
scenario with computational lightweight user devices with small storage and limited
bandwidth, and vendors who have to process a large number of payments per second
(Peirce, 2000). These properties are apt to mobile circumstances. Hence, we focus on
mi cro-payments mechanisms based on hash chains.

Firstly, we introduce the notion about hash chain, and then review the key concepts of
several micro-payment systems below and present evaluation for them.

Hash Chains

Digital signatureisused to authenticate a payment, but for the micro-payment schemes
it has to be done inexpensively. Methods using hash function are discussed here.
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Hash Function and Hash Chain

A one-way function is a function easy to compute but computationally infeasible to
invert. Lamport (Lamport, 1981) proposed the use of repeated eval uations of one-way
function, to generate achain of values. A hash functionisaone-way function that takes
avariablelengthinput, the pre-image, and producesafixed length output, the hash val ue.
A collision-resistant hash function is a hash function computationally difficult to find
two different pre-imagesthat map to the same hash value. In this chapter, theterm hash
functionisusedtorefer to acollision-resistant one-way hash function unless otherwise
stated. A hash chain of length nis constructed by applying a hash function n timesto
arandomvaluelabeledx . Thevaluex iscalled theroot valueof thehash chain. Wedefine
a hash chain derived using a hash function h recursively as:

h"(y) = h(h™(y)), h°(y) =X,

where h" (y) isthe result of applying a hash function repeatedly ntimesto an original
value y. The final hash value, or anchor, of the hash chain after applying the hash
functionn timesisx,=h"(x ). Thehashesarenumberedinincreasing order fromthechain
anchor x,, so that h(x,) = x,, and h(x,) = x,.

Each hash valuein the chain can provide asingle user authentication. The user rel eases
x, for the first authentication, x, for the second and so on. The server only hasto apply
asingle hashfunctionto verify that thereceived value hashesto the previousvalue. The
user only needsto store x , from which the rest of chain can be re-computed. As show
inPeirce(2000), hashingishighly efficient, approximately four ordersof magnitudefaster
than generating a public key signature. The final hash x, of a chain may need to be
securely swapped across anetwork. A public key digital signature can be applied to x,,
to produce a signed commitment to the hash chain, showing it to be genuine. Since the
hash function isone-way, only the user could have generated thisvalue, and knowledge
of it can the constitute proof of payment.

Hash values from a user-generated hash chain can be used as authenticated payment
tokens. The first micro-payment schemes that independently proposed this idea were
Pederson’ s phone ticks (Pederson, 1996), PayWord (Rivest & Shamir, 1996), and iKP
micro-payments(Hauser et al., 1996). Inthefirst payment toanew vendor, theuser signs
acommitment to that vendor with anew hash chain. By including the vendor identity in
thecommitment, thevendor islinkedtothechain, preventing it being redeemed by other
vendors. For each micro-payment, the user rel easesthe next payment hash, the pre-image
of thecurrent value, to thevendor. Sincethe hash function isone-way, only the user can
generatethisvalue, and knowledge of it can constitutethe proof of payment. In essence,
the hash chain links the correctness of the current payment to the validity of previous
payments. Each hash value is worth the same amount, which can be specified in the
commitment. A payment of munitsismade by releasing the single hash valuethat isthe
mth pre-image of the current hash inthe chain. Thevendor only need